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ABSTRACT

In free viewpoint video, a user can select any virtual view from which an image of the 3D scene is rendered for observation. Specifically, given a 1D array of cameras with positions \( V = \{1, \ldots, V\} \), an image of virtual view \( u \) is typically synthesized using texture and depth maps captured from two nearby captured views, \( v' \) and \( v'' \), where \( v' < u < v'' \) and \( v', v'' \in V \), via depth-image-based rendering [2]. For users who are observing the same free viewpoint video synchronized in time—e.g., during a live video broadcast of a public event like a piano recital—but not necessarily from the same viewpoint, they have incentive to pull texture and depth video streams from the same reference views, so that the streaming cost can be shared. On the other hand, it has been shown [3, 4] that in general distortion of the synthesized view increases with its distance to the reference views. Thus, a user also has incentive to select video of reference views that tightly “sandwich” his chosen virtual view, in order to minimize visual distortion. This poses an interesting dilemma for users: how to best select and share video streams of different reference views, so that the streaming cost and the resulting collective synthesized view distortion is optimally traded off?

In a previous work [5], reference view sharing strategies were studied for the case where users are first divided into groups, and then each group independently pulls and shares the streaming cost of two reference views, using which virtual views of the group’s users are synthesized. While the developed algorithms are simple and intuitive, it is easy to see how this type of groupings is sub-optimal. First, it is possible for multiple groups to be independently pulling the same video view, when the cost of this common view can be shared by the union of these groups. Second, members belonging to the same group must share both reference views, when it may be more optimal for them to share only one reference view, and separately find appropriate groups to share a different second reference view for view synthesis. By imposing the constraint that each user group selects two reference views only for users in that group, neither of these two cases are possible.

In this paper, we generalize the previous notion of user group, so that a user can simultaneously belong to two groups, and each group shares the streaming cost of a single view. We also aim to find a Nash Equilibrium (NE) solution of reference view selection, which is stable and from which no one has incentive to unilaterally deviate. Specifically, we first derive a lemma based on known properties of synthesized view distortion functions. We then design a search algorithm to find a NE solution, leveraging on the derived lemma to reduce search complexity. Experimental results show that the stable NE solution increases the overall cost only slightly when compared to the unstable optimal reference selection that gives the lowest overall cost. Further, a larger network will give a lower average cost for each user; and thus, users tend to join large networks for cooperation.

Index Terms— Free viewpoint video, content sharing, Nash equilibrium

1. INTRODUCTION

In free viewpoint video [1], a user can select any virtual view from which an image of the 3D scene is rendered for observation. Specifically, given a 1D array of cameras with positions \( V = \{1, \ldots, V\} \), an image of virtual view \( u \) is typically synthesized using texture and depth maps captured from two nearby captured views, \( v' \) and \( v'' \), where \( v' < u < v'' \) and \( v', v'' \in V \), via depth-image-based rendering [2]. For users who are observing the same free viewpoint video synchronized in time—e.g., during a live video broadcast of a public event like a piano recital—but not necessarily from the same viewpoint, they have incentive to pull texture and depth video streams from the same reference views, so that the streaming cost can be shared. On the other hand, it has been shown [3, 4] that in general distortion of the synthesized view increases with its distance to the reference views. Thus, a user also has incentive to select video of reference views that tightly “sandwich” his chosen virtual view, in order to minimize visual distortion. This poses an interesting dilemma for
how smartly encoded multiview video that facilitates view-switching can be replicated in storage-constrained distributed servers across a network to minimize view-switching delay. [12, 13] investigated how texture and depth videos can be unequally protected to minimize the synthesized view distortion when streaming over a network prone to packet losses. None of these prior stream rendering work studied the problem of how video streams of different views can be optimally selected and shared among users observing different virtual views, however, which is the focus of this paper.

On the other hand, video sharing for single-view video, mostly for Peer-to-Peer (P2P) video streaming, has been studied extensively in the literature. For example, the work in [14] derived a stochastic fluid model to analytically reveal the characteristics of P2P streaming systems and exposed the key design features to achieve a satisfactory system performance. The work in [15] studied a real world large-scale P2P streaming system to gain insights for successful deployment of such systems. The work in [16] reviewed different overlay network structures for both P2P live streaming and video-on-demand. However, all these works for single-view streaming cannot be directly applied to the free viewpoint scenario, since how to select and share the reference views to address the tradeoff between the streaming cost and the synthesized view distortion is a key issue for live free viewpoint video distribution, which we study here.

3. PROBLEM FORMULATION

In this section, we first describe the free viewpoint video model we chose for our problem formulation. We then describe properties of the synthesized view distortion and subscription fee sharing.

3.1. Free Viewpoint Video Model

Let \( V = \{1, \ldots, V\} \) be a discrete set of captured views for \( V \) equally spaced cameras in a 1D array. Each camera captures both a texture map (RGB image) and a depth map (per-pixel physical distances between objects in the 3D scene and camera) at the same resolution. The texture map from an intermediate virtual camera between any two cameras can be synthesized using texture and depth maps of the two camera views (reference views) via a depth-image-based rendering (DIBR) technique like 3D warping [2]. DIBR essentially maps texture pixels in the reference views to appropriate pixel locations in a virtual view; such locations are derived from the corresponding depth pixels in the reference views. Disoccluded pixels in the synthesized view—pixel locations that are occluded in the two reference views—can be completed using depth-based inpainting techniques [17, 18]. Because inpainting offers only a best-guess solution, the larger the disoccluded regions are, the lower the synthesized view image quality will be in general.

More specifically, let \( u \) be the virtual view that a peer currently requests for observation. We assume \( u \) can be written as \( u = v + \frac{k}{K} \), \( v \in \{1, \ldots, V - 1\} \) and \( k \in \{0, \ldots, K\} \), for some large pre-determined constant \( K \). In other words, \( u \) belongs to an ordered discrete set of intermediate viewpoints (the set of views between (and including) camera views 1 and \( V \), spaced apart by integer multiples of \( 1/K \). A discrete distribution function \( q_u \) describes the fraction of peers who currently request the virtual view \( u \).

3.2. Synthesized View Distortion

Typically, to construct a virtual view \( u \) that is not itself a camera-captured view, DIBR requires left and right reference views \( v' \) and \( v'' \) such that \( v' < u < v'' \). Note that \( v' \) and \( v'' \) do not have to be the closest captured views to \( u \). The distortion of the synthesized view, \( d_u(v', v'') \), varies with the choices of reference views, \( v' \) and \( v'' \). We assume that \( d_u() \) has the following three properties.

First, further away reference views \( v' \) and \( v'' \) to virtual view \( u \) induce no smaller distortion, that is,

\[
\begin{align*}
    d_u(v', v') & \leq d_u(v', v'') & \text{if } v' < v'' \text{, and} \\
    d_u(v'', v'') & \geq d_u(v', v'') & \text{if } v' < v''.
\end{align*}
\]

We call this the **monotonicity in reference view distance** for synthesized view distortion. This is reasonable, since further reference views usually result in more disoccluded pixels, lowering the quality of the synthesized view [3, 4].

Second, given virtual view \( u \) and left and right reference views \( v' \) and \( v'' \), define \( \tau = \min \left( |v' - u|, |v'' - u| \right) \) as the **minimum reference view distance** between \( u \) and \( v', v'' \). We assume that a smaller \( \tau \) induces no larger distortion, i.e.,

\[
\begin{align*}
    d_u(v', v') & \leq d_u(v', v'') & \text{if } \tau_1 < \tau_2 \\
    \text{where } \tau_1 &= \min \left( |v' - u_1|, |v'' - u_1| \right) \\
    \text{and } \tau_2 &= \min \left( |v' - u_2|, |v'' - u_2| \right).
\end{align*}
\]

We call this the **monotonicity in minimum reference view distance**. This is also reasonable, since it is observed empirically that when both reference views are encoded at the same quality (using the same quantization parameter (QP)), the worst synthesized view distortion tends to take place at the middle view [3].

Third, we assume that the rate of distortion increases with respect to minimum reference view distance is no smaller if the current distortion is higher. Mathematically, we write:

\[
\begin{align*}
    \frac{\partial d_u(v', v'')}{\partial v'} &= \phi\left( d_u(v', v'') \right), & \text{if } |v' - u| \leq |v'' - u| \\
    \text{where } \phi() & \text{ is a monotonically non-decreasing function. Similar assumption applies when virtual view } u \text{ is closer to the left reference view. We call this the } \text{monotonicity in reference view slope.}
\end{align*}
\]

One example of \( d_u(v', v'') \) that follows this property is a linear function, in which case \( \phi(y) = c \) for a constant \( c \). Another example of \( d_u(v', v'') \) is an exponential function, in which case \( \phi(y) = c \ast y \). Using the chain rule, one can see that this assumption implies convexity of distortion \( d_u(v', v'') \) in \( v' \):

\[
\frac{\partial^2 d_u(v', v'')}{\partial v'^2} = \frac{\partial d_u(v', v'')}{\partial d_u(v', v'')} \frac{\partial d_u(v', v'')}{\partial v'} \geq 0.
\]

The first term is non-negative since \( \phi(y) \) is a monotonically non-decreasing function in \( y \). The second term is also non-negative since \( d_u(v', v'') \) is a monotonically non-decreasing function in reference view \( v'' \) by the first assumption. Hence the second derivative is non-negative, and \( d_u(v', v'') \) is convex in reference view \( v'' \). An example of distortion function \( d_u() \) satisfying the above properties is shown in Fig. 1. The assumption of convexity in distortion function is common in classical rate-distortion (RD) analysis.

For a virtual view \( u \) that itself is a camera-captured view, it can also be synthesized by a pair of left and right reference views \( v' \) and \( v'' \) where \( v' < u' < v'' \). The distortion \( d_u(v', v'') \) follows the same properties as discussed above. Alternatively, it can be perfectly constructed with the camera-captured view \( u \) with zero distortion. Based on the above discussion, for any virtual view \( u \), let \( V_u \) denote its selected reference view set, and the corresponding distortion is:

\[
D_u(V_u) = \begin{cases} 
    d_u(v', v''), & \text{if } V_u = \{v', v''\}, \\
    0, & \text{if } u \text{ is a camera view and } V_u = \{u\}.
\end{cases}
\]
Proof of Lemma 1

where $v$ is the reference view selections.

Corollary 1
denition on the selection of right reference views in the equilibrium.

Lemma 1

Consider first the case where $w = v$. The largest value $v_r$ can take on is $2u - v$. Hence

$$v_r^* \leq 2u - v$$

That means virtual view $u$ is always closer to right reference view $v_r$ than left reference view $v_l$. Given $u < u'$, virtual view $u$ is also closer to right reference view $v_r$ than left reference view $v_l$. Further, by monotonicity in minimum reference view distance, $u < u'$ means:

$$d_w(u, v_r) \geq d_w(u', v_r) \forall v_r \in \{v_r^*, v_r^2\}.$$ 

Consequently, by monotonicity in reference view slope, we have

$$\frac{\partial d_w(u, v)}{\partial v} \geq \frac{\partial d_w(u', v)}{\partial v} \quad v \leq v_1^* \leq v_r^*.$$

Given $d_w$ is no smaller than $d_\alpha$ at right reference view $v_r^*$ and increases from $v_1^*$ to $v_2^*$ at a rate no smaller than $d_\alpha$, we can conclude that:

$$d_w(u, v_r^*) - d_w(u', v_r^*) \geq d_\alpha(v_r^*, v_1^*) - d_\alpha(v_1^*, v_1^*) > s(v_1^*) - s(v_2^*).$$

The last inequality stems from the fact that user of virtual view $u$ selects right reference view $v_r^*$ over $v_2^*$, meaning that the drop in distortion is larger than any potential increase in subscription fee. That means user of virtual view $u$ can achieve a lower cost by choosing virtual view $v_r^*$ over $v_2^*$. A contradiction.

We next consider the case where $w < v$. Because $w < v < u$, user of virtual view $u$ can select $w$ as left reference view for view synthesis. From the assumption of monotonicity in reference view distance, we have

$$d_w(u, v_r) \geq d_w(u, v) \forall v \in \{v_r^*, v_r^2\}.$$ 

Again, by monotonicity in reference view slope, we have

$$\frac{\partial d_w(u, v)}{\partial v} \geq \frac{\partial d_w(u, v)}{\partial v} \quad v \leq v_1^* \leq v_r^*.$$ 

Given the above two observations, we can conclude that

$$d_w(u', v_r^*) - d_w(u', v_1^*) \geq d_\alpha(v_r^*, v_1^*) - d_\alpha(v_1^*, v_1^*) > s(v_1^*) - s(v_2^*).$$

Following similar steps as in the first case, it can be shown that

$$d_w(u, v_r^*) - d_w(u, v_1^*) \geq d_\alpha(v_r^*, v_1^*) - d_\alpha(v_1^*, v_1^*) > s(v_1^*) - s(v_2^*).$$

This also contradicts the assumption that user of virtual view $u$ selects $v_2^*$ over $v_r^*$. Since both cases are shown to be contradictions, the lemma is proven. □

Lemma 1 shows that when a user of virtual view $u$ selects left and right reference views $v$ and $v'$, for users in any virtual view $u$, $u' < u$, with left reference view $w$, $w \leq v$, they will not select right reference view $w'$ in the range $\delta = \{v', \min(2u - w, 2u - v)\}$. Lemma 1 can help reduce the search space when we seek for the equilibrium solution.

Consider first an exhaustive search algorithm, where for each virtual view $u'$, it tries all possible left and right reference views $w$ and $w'$ and chooses the optimal pair to minimize cost for view $u'$. If we apply lemma 1 for each virtual view $u'$ and left reference view $w$, we
first need to find out the excluded range \( \delta \) and then try the remaining right reference views. In practice, determining \( \delta \) can itself be computation-expensive. When \( |\delta| \) is small, the saving in a reduced search space is outweighed by the computation of \( \delta \). Thus lemma 1 should only be selectively applied to speed up a search algorithm.

It is clear that when \((2u' - u')\) or \((2u - v')\) is small, \(|\delta|\) will also be small. Further, \(u'\) being close to \(V\) means there are not many candidate right reference views in the first place. Thus, we set two necessary conditions before applying lemma 1 to a search algorithm: i) \(2u' - u' \geq \tau_1\) and ii) \(u' \leq \tau_2\), where \(\tau_1\) and \(\tau_2\) are pre-determined parameters. We detail our search algorithm next.

4.2. Efficient Algorithm for Nash Equilibrium Solution

Using lemma 1, we describe an algorithm that finds an NE solution.

**Algorithm 1 Nash Equilibrium Solution Search**

1. Identify range \([u', u']\) that contains all peers.
2. Initialize \(V_u = \{[u'], [u']\}, \forall u\).
3. repeat
4. for each virtual view \(u'\) with viewers do
5. for each left reference \(u'' \in \{[u'], [u']\}\) do
6. \(\delta = \emptyset\).
7. if \((2u' - u'') \geq \tau_1\) and \(u' \leq \tau_2\) then
8. for each virtual view \(u > u''\) do
9. \(\delta = \delta \cup \{(u', \min\{2u' - u'', 2u - u'\}\}\}
10. end if
11. end for
12. for each \(w' \in \{[u'], [u']\} \setminus \delta\) do
13. if \(c_{v_u}(\{w', w'\})\) is the smallest cost so far then
14. Update \(V_u = \{w', w'\}\).
15. end if
16. end for
17. end for
18. end for
19. until \(V_u\) is stable.

We first initialize a tight virtual range \([u', u']\) that contains all peers. The tightest reference views that sandwich this range are \([u']\) and \([u']\), which we use to initialize \(V_u\)’s.

Then, given solution \(\{V_u\}\) in the last iteration, for each virtual view \(u'\) with viewers, we search its optimal reference view selection \(V_{u'}\) assuming that users of other views follow \(\{V_u\}\). Specifically, for each possible left reference \(w''\), we search its optimal right reference \(w'\) that gives the lowest cost \(c_{v_u}(\{w'', w'\})\). The search range for \(w'\) can be decreased by \(\delta\), if the two conditions \((2u' - w') \geq \tau_1\) and \(u' \leq \tau_2\) are satisfied and lemma 1 is applied. The algorithm is repeated until the solution \(\{V_u\}\) is stable.

5. EXPERIMENTATION

For our experiments, we used the same synthesized view distortion function in [5]:

\[
d_v(u', v') = \gamma e^{\alpha(v' - v)} \left(e^{\beta \min(u', v') - u} - 1\right)
\]

which meets all the properties described in Section 3. We also used the same parameters: \(\gamma = 0.06, \alpha = \beta = 0.2\). For available views for free viewpoint navigation, we assumed 21 captured views and 221 virtual views. We assumed each user’s view distribution follows a uniform distribution, and he selects a particular view with probability \(1/221\). We tested our system under different network size \(N\) and subscription fee \(A\). We ran each simulation for 200 times and will show the average results in the following discussions.

![Fig. 2. Overall cost and number of captured views pulled versus subscription fee. In (a), NE, OS and GA are compared for fixed network size \(N = 5000\). In (b), network size was varied \(N = 5000, 8000\) and 10000.](image-url)
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