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Abstract. A central issue of yes/no question answering is the usage of knowledge 

source given a question. While yes/no question answering has been studied for a 

long time, legal yes/no question answering largely differs from other domains. 

The most distinguishing characteristic is that legal issues require precise analysis 

of predicate argument structures and semantical abstraction in these sentences. 

We have developed a yes/no question answering system for answering questions 

for a statute legal domain. Our system uses a semantic database based on Frame-

Net, which works with a predicate argument structure analyzer, in order to rec-

ognize semantic correspondences rather than surface strings between given prob-

lem sentences and knowledge source sentences. We applied our system to the 

COLIEE (Competition on Legal Information Extraction/Entailment) 2018 task. 

Our frame based system achieved better scores on average than our previous sys-

tem in COLIEE 2017, and was the second best score among participants of Task 

4. We confirmed effectiveness of the frame information with the COLIEE train-

ing dataset. Our result shows the importance of the points described above, re-

vealing opportunities to continue further work on improving our system’s accu-

racy. 

Keywords: COLIEE, Question Answering, Legal Bar Exam, Legal Information 

Extraction, FrameNet. 

1 Introduction 

Automatic question answering is attracting more interests recently. Due to the increas-

ing expectation to the Artificial Intelligence (AI) technologies, people tend to regard 

question answering systems as a brand new technology emerged today. However, most 

successful systems employ rather traditional techniques of question answering which 

have decades of history [1] [2] [3] [4] [5] [6] [7], including series of shared tasks such 

as TREC [8], NTCIR [9] and CLEF [10]. This paper describes our challenge to the 

COLIEE 2018 legal bar exam, which asks participants to answer true or not based on 

the civil law Articles, given text drawn from the Japanese legal bar exam.  

A variety of algorithms and systems has been proposed for question answering. Typ-

ically, these question answering systems used big data for answering questions [11] 

[12] [13] [14]. For example, Dumais et al. [15] focused on the redundancy available in 
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large corpora as an important resource. They used this redundancy to simplify their 

algorithm and to support answer mining from returned snippets. Their system per-

formed quite well given the simplicity of the techniques being utilized. 

The now widely known IBM Watson system [16] would be considered as a typical 

example of such a question answering system of the big data approach. The IBM Wat-

son system won in the Jeoperdy! Quiz TV program competing with human quiz win-

ners. The core Watson system employed a couple of open source libraries, including 

the traditionally well-designed DeepQA system [17] as its skeleton of question answer-

ing processing. Because their target domain, the Jeoperdy! Quiz, could ask broad range 

of questions, they collected a huge amount of knowledge sources from the Internet, etc., 

extracting relevant knowledge by combining a couple of different natural language pro-

cessing (NLP) techniques. 

Answering university examinations is another example. The Todai Robot project 

[18] is a challenge to solve Japanese university examinations, focusing towards attain-

ing a high score in the National Center Test for University Admissions by 2016, and 

passing the entrance exam of the University of Tokyo (Todai) in 2021 [19]. Although 

the Todai Robot project tries to achieve higher scores, their aim is rather to reveal the 

current performance and limitation of the existing AI technologies, using the examina-

tions as its benchmark, similar to the COLIEE’s legal bar exam task. In contrast to the 

COLIEE task, the challenge of Todai Robot project includes variety of subjects includ-

ing Mathematics, English, Japanese, Physics, History, etc. all written in Japanese lan-

guage. While solving any problem of these subjects could be considered as question 

answering, some problems require special technologies. For example, Mathematics and 

Physics require to process formula; Japanese requires to infer emotions of story char-

acters. Solving the History subjects might be considered as rather an extension of the 

existing question answering issues. The Todai Robot project achieved better scores than 

the average of the real human applicants in their Mock Exam challenges.  

Recognition of textual entailments (RTE or RITE) is another related issue. RTE has 

been intensively studied for recent days, including shared tasks such as RTE tasks of 

PASCAL [20][21], SemEval-2012 Cross-lingual Textual Entailment (CLTE) [22], 

NTCIR RITE tasks [23][24][25], etc. In the third PASCAL RTE-3 task, contradiction 

relations are included in addition to entailment relations [21]. In the RTE-6 task, given 

a corpus and a set of candidate sentences retrieved by a search engine from that corpus, 

systems are required to identify all the sentences from among the candidate sentences 

that entail a given hypothesis. NTCIR-9 RITE, NTCIR-10 RITE2, and NTCIR-11 

RITEVal Exam Search tasks [25] required participants to find an evidence in source 

documents and to answer a given proposition by yes or no. Research of RTE normally 

tries to employ logical processing. 

As described above, question answering techniques could include logic, reasoning, 

syntactic and semantic analysis. Many previous related works tried to employ such 

deeper analyses. However, required techniques more or less differ depending on a target 

domain. Another issue is whether the knowledge source needs to be “big data” or not. 

Regarding the COLIEE’s legal problems, required knowledge source can be limited.  

In this paper, we suggest using a semantical corpus based on a Rule-based predicate 

argument structure analyzer in a precise way, rather than to use any machine learning 



 

methods. Due to this small data issue, supervised machine learning methods would suf-

fer from insufficient training data. In addition, there are no “similar” problems for most 

of the legal bar exam problems. Therefore, a solver needs to “comprehend” the contents 

of the knowledge sources. Moreover, it is difficult to analyze why machine learning 

answers so, due to their black box architecture. Rule-based methods would make anal-

yses less difficult and are especially effective in a limited domain like legal documents.  

Based on these thoughts, we built our yes/no question answering system. Our system 

does not employ any machine learning. The main method of our system is a predicate 

argument structure analyzer using FrameNet. We integrated them and applied to 

COLIEE 2018 Task 4. Our frame based system achieved the second best score among 

participants. We compared our frame based system with our previous system as base-

lines, confirming effectiveness of the frame information. There are still many difficult 

issues remained to be solved though.  

We explain about previous works and FrameNet in Section 2. Section 3 describes 

our design of the yes/no question answering system especially using FrameNet. Section 

4 shows our experimental results for this COLIEE task and the comparison with previ-

ous system. We discuss our achievements and limitations comparing with previous sys-

tem in Section 5, mentioning possible future works in Section 6. We conclude our paper 

in Section 7.  

2 Background 

2.1 COLIEE 

The COLIEE shared task series is held in association with the JURISIN (Juris-infor-

matics) workshop. The first one was the COLIEE 2014 shared task [26]. Following this, 

COLIEE 2015 shared task [27], COLIEE2016 shared task [28], and COLIEE 2017 [29] 

shared task (this time in conjunction with ICAIL) were held. This paper mainly de-

scribes our participation to the COLIEE 2018 shared task. We call COLIEE 2018 

simply as COLIEE in this paper. 

The COLIEE shared task consists of four tasks. Task 1 is the legal case retrieval task 

which involves reading a new case and extracting related cases. Task 2 is the legal case 

entailment task which compares the new case with related cases given by Task 1. 

Task 3 of this legal question answering task involves reading a Japanese legal bar 

exam question and extracting a subset of Japanese Civil Code Articles. Task 4 is a legal 

question answering task which requires both of the legal information retrieval system 

and textual entailment system. Given a set of legal yes/no questions, a participant’s 

system will retrieve relevant civil law articles. Then, answer yes/no entailment relation-

ship between input yes/no question and the retrieved articles. 



 

2.2 Previous Work 

In COLIEE 2016 [30] , our yes/no question answering system was based on case-role 

analyses using JUMAN [31] and KNP [32]. JUMAN is a Japanese morphological ana-

lyzer where we added a custom dictionary for legal technical terms based on a Japanese 

legal term dictionary (“有斐閣法律用語辞典第4版”). KNP is a Japanese dependency 

case structure analyzer, works on top of JUMAN. Using results of these tools, we ob-

tained a subject and an end-of-sentence expression for each sentence. A subjective case 

is normally specified by particles “が” or “は”, which are subjective case markers in 

Japanese. We regarded these cases as subjective cases. When we analyzed the civil law 

articles, we removed each header part “X条 (Article X)”, which includes an article 

name and numbers. We compared the pairs of the subject and the end-of-expression 

between the civil law articles and the legal bar exams. 

Our COLIEE 2017 [33] system was based on our COLIEE 2016 system above. We 

defined our own clause unit (“節”) in order to recognize condition clauses and propo-

sition clauses precisely, which are included in a single sentence. After recognizing con-

dition clauses and proposition clauses in a sentence, we compared corresponding 

clauses between a given question and civil law articles. A clause should include a pred-

icate as a core element of that clause. We applied a dependency parser that makes 

chunks (“文節”) of a couple of morphemes. Starting form a chunk that includes a pred-

icate, we aggregated neighboring chunks when a neighboring chunk does not include 

any predicate.  

As comparing clauses, we used three modules, a precise match, a loose match and a 

rough match. The precise match performed exact matches for its predicate, its subject 

and its object. When we could not find any subject nor any object, we skip that sentence.  

We outputted yes if everything matched, else outputted no. When there was any nega-

tion either in problem clause or in article clause, we reversed the yes/no output. The 

loose match was looser version of the precise match. When comparing proposition 

clauses and condition clauses, we outputted yes if either subjects or objects were match 

in addition to matching predicates. The rough match was the loosest match. We only 

compared predicates of proposition clauses. 

2.3 FrameNet 

FrameNet [34] [35] is an English semantical lexical database based on a theory of 

meaning called frame semantics [36]. Basic idea of frame semantics is that people un-

derstand the meaning of words largely by frames which they evoke. Frames have some 

semantic roles called Frame Elements (FEs). Frame evoking words are called Lexical 

Units (LUs). For example, a typical situation of shopping involves buyers, sellers, 

goods, money, means, rate, and unit. FrameNet has ten kinds of relations (Inheritance, 

Using, Perspective_on, Subframe, Precedes, Inchoactive_of, Causative_of, Metaphor, 

See_also, and ReFraming_mapping) within frames (called Frame Relations). Fig. 1 

shows an example of the “Commerce-transaction” frame evoked by the shopping con-

cept in FrameNet. There is a Japanese version of FrameNet [37]. We use LUs of 

Japanese FrameNet, in addition to the English version of FrameNet. 



 

We use Japanese WordNet [38], in addition to FrameNet. Japanese WordNet is a 

lexical database for Japanese, where synonyms, hypernyms, hyponyms and English 

translation words are defined. We use WordNet to expand lexical units of FrameNet. 

3 Proposed Method 

We use FrameNet in addition to the previous rule-based system. A reason is that struc-

tures of civil law articles are clean. The civil law articles use only one place (snippet) 

for one topic. While our previous system performed textual entailments in a superficial 

layer, our proposed method using FrameNet could perform in a deeper level. Another 

reason is that we need precise analyses to solve legal issues, rather than statistically 

calculate rough estimate values in a superficial way. We took an unsupervised approach 

for the same reasons.  

3.1 Previous Rule-based System 

We define two types of clauses in our previous system: proposition clauses and condi-

tion clauses. Before using FrameNet, we obtain these clauses from the previous system. 

We apply a Japanese dependency parser KNP with JUMAN to make the clauses in-

cluding a set of a predicate, a subject, and an object. When comparing a pair of sets 

between civil law articles and legal bar exams, we use a precise match and a loose 

match. The precise match performs exact matches of strings for its predicate, its subject 

and its object. The loose match compares either a pair of subjects or a pair of objects, 

Fig. 1. An example shows a “Commerce-transaction” frame. Each node shows a frame, and 

an arrow between two frames shows a frame relation. 



 

in addition to matching predicates. When our systems could not output any answer, our 

system answer yes as a default output. Additionally, when any negation appears in 

clauses, we reverse yes/no output. 

3.2 Frame-Evoking Words 

Our frame based system works like a part of semantic role labeling. Semantic Role 

Labeling (SRL) is a representative NLP task using FrameNet. The SRL has four pro-

cesses: (i) identify a frame-evoking word, (ii) identify a frame from the frame-evoking 

word (frame disambiguation), (iii) estimate words, phrases, or clauses which we have 

to give FEs, (iv) labeling the FEs. Our frame based system corresponds to these (i) and 

(ii) processes.  

To identify a frame-evoking word, we use a predicate in a proposition clause set 

which is given by our previous system. Next, we add a candidate of frame-evoking 

words from the predicate using Japanese WordNet to connect with a specific LU. This 

is because the number of frame evoking words contained in a LU is small.  

We use either English LUs or Japanese LUs. When we use English LUs, we add 

English translation words in Japanese WordNet to the candidate of word-evoking 

words. When we use Japanese LUs, we add synonyms, hypernyms and hyponyms in 

Japanese WordNet to the candidate of word-evoking words. We select LUs which con-

tain one of the word-evoking words. Finally, we make a candidate of frames from the 

selected LUs. Fig. 2 shows an example of this process. 

Fig. 2.  An example of our frame detection process, using English LUs. 



 

3.3 Frame Disambiguation and Metrics of Frame Confidence 

We compare a pair of frame candidates in round robin. We take a pair of frames which 

confidence value is highest. To calculate the confidence between two frames, we use a 

shortest path determined by the Dijkstra Algorithm [39] from the entire graph of the 

frame relations. We assigned a weight value to all of the frame relation types (Table 1). 

These weights are determined by heuristics. When a weight value is higher between a 

pair of frames, then we regard this pair as more similar. The following four examples 

are some of the typical relations. 

Inheritance is the strongest relation between frames, corresponding to is-a relation-

ship. So, each frame element in a parent frame should correspond to a frame element 

in its child frame. Therefore, we set the highest value to this Frame Relation. Using is 

used in a part of a scene evoked by a child frame that refers to its parent frame; some 

parent frame elements might not have corresponding child frame elements. Perspec-

tive_on is similar to Using. While Perspective_on could treat at least two perspectivized 

frames (e.g. the Commercial_transaction frame specifies a complex scheme involving 

an exchange of subjects between a seller and a buyer). Subframe aggregates frames that 

form a complex sequence as a whole.  

We define the confidence value as a multiplication by the weights of frame relations 

on the path (Fig. 3). We set threshold for confidence values. When a confidence value 

is beyond the threshold, we regard the corresponding pair of predicates as similar. 

Therefore, the lower threshold we set, the more pairs our system could compare. Then 

Fig. 3.  An example of the confidence value, which is calculated by a multiplication 

by the weights of frame relations on the path. 



 

we compare the corresponding clauses of civil law articles and legal bar exams ex-

tracted by our rule based system as same as our previous system, assuming the 

corresponding pair of predicates is identical. 

4 Experiments and Results 

Experiments were conducted on the COLIEE 2018 statute law competition data corpus 

(Task 4). We did not use the training data except for evaluations, because our frame 

based system does not use any machine learning method i.e. unsupervised.  

4.1 COLIEE Datasets 

In this paper, we focused on Task 4. Training data of Task 4’s legal questions is drawn 

from the Japanese legal bar exams. Relevant Japanese civil law articles were also pro-

vided. While there was an English translation version of the dataset provided, we only 

used the original Japanese version. Fig. 4 shows an example of the COLIEE statue law 

competition data. 

Table 1. Weight values of the frame relation types. 

t1: （留置権の行使と債権の消滅時効） 
第三百条 留置権の行使は、債権の消滅時効の進行を妨げない。 
(Exercise of Rights of Retention and Extinctive Prescription of Claims)Article 300 
The exercise of a right of retention shall not preclude the running of extinctive prescrip-

tion of claims. 
t2:  留置権者が留置物の占有を継続している間であっても，その被担保債権に

ついての消滅時効は進行する。 
Even while the holder of a right to retention continues the possession of the retained 

property, extinctive prescription runs for its secured claim. 

Fig. 4. An example of COLIEE legal bar problem which asks to answer whether t1 en-

tails t2 or not.  

The correct answer is “yes” in this example.a 



 

4.2 Performance Experiments 

In order to investigate our frame based system performance, we used the COLIEE train-

ing dataset which includes the past legal bar exam problems and answers. We per-

formed textual entailment part of Task 4, given the gold standard answer of Task 3. We 

compared a couple of combinations of our modules, in order to observe effects of the 

frame information. Because the COLIEE dataset is unbalanced, i.e. the number of yes 

answers and no answers are not equal. When our systems could not output any answers, 

we tried to fill with either all yes or all no answers as default output to normalize this 

unbalance. Table 2 shows the result of these performance experiments, using Japanese 

LUs.  

4.3  Formal Run Experiments 

Table 3 shows our formal run results in COLIEE 2018 Task 4. The differences from 

the performance experiments above. The results of KIS_Frame based on the loose 

match, which uses English LUs and the threshold is 0.99. The number of comparable 

Team Language # Correct Answers 

(total 69 answers) 

Accuracy 

YA ? 44 0.6388 

KIS_Frame J 39 0.5652 

KIS_mo3 J 38 0.5507 

KIS_dict J 37 0.5362 

KIS_SVM J 36 0.5217 

KIS_Frame2 J 35 0.5072 

UE E 33 0.4783 

Table 2. Results of performance experiments. Our FrameNet system uses Jap-

anese LUs with 0.9 as its threshold. 

Table 3.  The COLIEE 2018 formal run results. “J” is using Japanese 

test datasets, and  “E” is English version. 



 

pairs increases by using FrameNet, which becomes too many when comparing all of 

the civil law articles. We restrict the possible number of the comparisons by setting 

larger threshold in Task 4. We changed the threshold to 0.7 from 0.99 in the perfor-

mance experiments, because we use the training datasets which include gold standard 

civil law articles to be compared with.  

KIS_Frame2 is different from KIS_Frame in that the loose, rough and precise match 

modules are used together. In KIS_Frame2, we use English LUs and the threshold is 

0.7. 

5 Discussion 

Firstly, we observed similar score distribution between the baselines and our frame 

based systems, among examination years from H18 to H28. Our system should have 

added new results, rather than changing the entire answer set drastically. 

Secondly, there is almost no difference between the precise match results regardless 

of the FrameNet’s effect. These results suggest that there was a little number of clauses 

in the training set, which the precise match is applicable i.e. a pair of triples (subject, 

object and predicate) matches. On the other hand, we observed differences in the loose 

matches. In order to analyze this effect in detail, we focus on H28 (H28-3-5) as shown 

in Fig. 5. Our previous system cannot compare predicates when their surface strings are 

different, even though they have comparable similar meanings. In contrast, our frame 

based system can handle such predicates of similar meanings even if their string forms 

differ. Our frame based system could answer more problems than our previous system 

for this reason, which is supported by the actual results. 

Thirdly, our frame based system can recognize a pair of predicates which essentially 

shares a same or similar meaning. However, this is not always the cases. Predicates of 

abstract meanings, such as “do” and “become”, tend to evoke more frames, which re-

sults in higher confidence values; used frames sometimes seem not related to the legal 

Fig. 5. An example of the effect of FrameNet. 

Fig. 5. An example of the effect of FrameNet.  



 

domain; a pair of antonyms got the same frame, because they are typically used in the 

same situation. Fig. 6 shows examples of these cases. 

 Fourthly, whether using English LUs or Japanese one, we observe different evoked 

frames. For example, from the predicate “claim (請求)”, our system acquired Predict-

ing, Leadership, Statement, Request, Judgment_communication, Attack, Correctness, 

Claim_ownership, Accuracy, Imposing_obligation, Body_parts, Billing, Notifica-

tion_of_charges, and Have_as_requirement Frames by using English LUs, in contrast 

Claime_ownership and Have_as_requirement by Japanese LUs. Precise analysis be-

tween English LUs and Japanese LUs would be needed to find an effects of FrameNet. 

6 Future Work 

Japanese text requires explicit tokenization process because there is no space between 

tokens. When this tokenization fails, final result could also be failed. Therefore, we 

need to refine the tokenization process and following predicate-argument structure 

analysis process to be optimized with our frame based system. For example, removing 

an abstract word could be effective. 

We heuristically defined the weights of Frame Relations and the metrics of calculat-

ing the Frame confidence. Automatic tuning of the weights with some machine learning 

technique would be our future work. Using relevant graph theory could also improve 

the system. 

The core of FrameNet are frame elements, in other words, semantical roles. By using 

frame elements, we could identify frames more precisely, capturing deeper semantic 

structures. 

The most difficult issue to solve in legal domain would be the logic and abstraction, 

and how we approach these problems using FrameNet. 

Fig. 6. An example of the analysis results. 
Fig. 5. An example of the effect of FrameNet.解題なの28t 



 

7 Conclusion 

Legal document processing requires a variety of issues to be solved compared with 

other domains. The most distinguishing characteristic is that legal issues require precise 

analysis of a predicate argument structure and semantical abstraction. Based on this 

observation, we developed a yes/no question answering system for legal domain. Our 

system uses a Japanese case structure analyzer and FrameNet. We applied our system 

to COLIEE 2018 Japanese task (Task 4). Our system achieved the second best score 

among Task 4 participants, the best among our systems of different module combina-

tions. We analyzed effectiveness of our frame based system by the training dataset, 

confirming increase of the scores when our frame based system was used.  
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