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Abstract

ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. It includes measures to automatically determine the quality of a summary by comparing it to other (ideal) summaries created by humans. The measures count the number of overlapping units such as n-gram, word sequences, and word pairs between the computer-generated summary to be evaluated and the ideal summaries created by humans. This paper discusses the validity of the evaluation method used in the Document Understanding Conference (DUC) and evaluates five different ROUGE metrics: ROUGE-N, ROUGE-L, ROUGE-W, ROUGE-S, and ROUGE-SU included in the ROUGE summarization evaluation package using data provided by DUC. A comprehensive study of the effects of using single or multiple references and various sample sizes on the stability of the results is also presented.
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1 Introduction

Large scale evaluations of automatic text summarization such as the Document Understanding Conference (DUC) [8] sponsored by NIST in the United States and the Text Summarization Challenge (TSC) [2] sponsored by the NTCIR Workshop in Japan usually involve expensive human efforts and can only be conducted on a less frequent basis. For example, evaluation is held once per year in DUC and once per one and a half years in TSC. Simple manual evaluation of summaries over a few linguistic quality questions and content coverage as in the Document Understanding Conference (DUC) [8] would require over 3,000 hours of human effort. This human evaluation bottleneck has hindered the advance of the field and researchers have been actively looking for methods to evaluate summaries automatically. For example, Saggion et al. [10] proposed three content-based evaluation methods that measure similarity between summaries. These methods are: cosine similarity, unit overlap (i.e. unigram or bigram), and longest common subsequence. However, they did not show how the results of these automatic evaluation methods correlate to human judgments. Following the successful application of automatic evaluation methods, such as BLEU [9], in machine translation evaluation, Lin and Hovy [5] showed that methods similar to BLEU, i.e. n-gram co-occurrence statistics, could be applied to evaluate summaries. Hori et al. [6] concluded that an automatic metric WSumACCY that rewarded consensus matches performed better and was more stable than two other metrics (SumACCY and BLEU) that did not take advantage of the consensus matches. Their experiments were conducted over speech summaries of 50 utterances in Japanese TV broadcast news with 25 manual summaries for each utterance. Van Halteren and Teufel [11] collected 50 manual summaries of one text and showed that per-summary evaluation based on single reference summary was insufficient because any two randomly chosen summaries from the summary pool were very different. However, stable consensus summary could be obtained if a large number of summaries were considered. Following their work, Nenkova and Passonneau [7] also provided evidence that using multiple reference summaries in multiple document summarization evaluation could reach more stable and robust results by manually evaluating three DUC 2003 topic sets using 10 manual summaries per topic. We can summarize these recent results as follows:

- They used small data sets on single collections;
- They did not provide estimation of the statistical significance of their results; and
- They did not investigate the effect of sample size but focused on the effect of multiple references.

In this paper, we briefly review the DUC evaluation procedure in Section 2, introduce ROUGE, an automatic summary evaluation package, in Section 3, and then summarize its evaluations on single and multiple document summarization tasks over DUC 2001, 2002, and 2003 data in Section 4. In Section 5, we present an in-depth analysis of the effect of sample size and number of references on one ROUGE metric, ROUGE-SU4, and human assigned mean coverage score using data from DUC 2001 single and multiple
document summarization tasks. Section 6 concludes this paper and discusses future directions.

2 Document Understanding Conference

The Document Understanding Conference included the following tasks:

- Fully automatic single-document summarization: participants were required to create a generic 100-word summary for each document in a set of 30 topics in DUC 2001 and 2002. Single document summarization task was dropped in DUC 2003 and 2004.

- Fully automatic single-document very short summary (headline-like) summarization: participants were required to create a generic 10-word summary for each document in a set of 60 topics in DUC 2003; in DUC 2004, participants were required to create a generic 75-byte summary for each document in a set of 50 topics and each translated document (from Arabic to English, manual or machine translated) in a set of 25 topics.

- Fully automatic multi-document summarization: participants were required to create summaries of 10 (DUC 2002), 50 (DUC 2001 and 2002), 100 (DUC 2001, 2002, and 20031), 200 (DUC 2001 and 2002), and 400 (DUC 2001) words for a set of documents related to a topic, for example, Hurricane Andrew or Mad Cow Disease. In DUC 2004, the requirement was changed to 665 bytes. There were 30 topics in DUC 2001 and 2003, 60 topics in DUC 2002, and 50 topics in DUC 2004.

For each document or document set (per topic), several human summaries (or reference summaries) were created as the ‘ideal’ model summaries at each specified length. We will refer to each document in the single document summarization task and each document set in the multi-document summarization task as a “sample point” from now on. Three references were produced by NIST assessors for each sample point in DUC 2001, two in DUC 2002, four in DUC 2003, and four in DUC 2004.

To evaluate system performance, NIST assessors who created the ‘ideal’ written summaries did pairwise comparisons of their summaries to system-generated summaries, other assessors’ summaries, and baseline summaries. They used the Summary Evaluation Environment2 (SEE) to support the process. Using SEE, the assessors compared the system’s text (the peer text) to the ideal (the model text). Each text was decomposed into a list of units (sentences or elementary discourse unit (EDU) and displayed in separate windows. SEE provides interfaces for assessors to judge both the content and the quality of summaries. We are only concerned with the content selection part in this study. To measure content, assessors step through each model unit, mark all system units sharing content with the current model unit, and specify how much of the content of the current model unit expresses the marked system units.

Instead of pure sentence recall score, DUC used mean coverage score C. We define it as follows:

\[
C = \frac{\text{(Number of MUs marked)}}{\text{Total number of MUs in the model summary}} \cdot E
\]

where \(E\) is the ratio of completeness, ranges from 1 to 0. If we ignore \(E\) (set it to 1), we obtain simple sentence recall score. We use mean coverage scores derived from human judgments as the references to evaluate various automatic scoring methods in the following sections.

2.1 Is the DUC Evaluation Methodology Sound?

Lin and Hovy [4] investigated the DUC 2001 human assessment data and found that humans agreed with themselves about 82% in 5,921 total judgments on the single document summarization evaluation task when they assigned different ratings to the same peer and model pair coming from different systems, and about 92.4% in 6,963 total judgments on the multi-document summarization task. They cautioned that future evaluation of summarization should take into account this instability of human judgment.

Based on Lin and Hovy’s observation, Nenkova and Passonneau [7] criticized the DUC evaluation methodology by showing a scatterplot (Figure 1 in their paper) of human vs. human mean coverage scores using the task 2 multi-document summarization evaluation results of DUC 2003. We recreated the scatterplot with additional markings of individual human summarizer identification (letters A-J) at each data point in Figure 1 and three lines connecting data points belonging to three assessors, H, I, and J respectively. According to Figure 1 (without the additional assessor identifications and the three lines), Nenkova and Passonneau made the following observation: “an apparently random relation of summarizers to each other, and to document sets.”

1 There were three different multi-document summarization tasks in DUC 2003 and 2004. Please see DUC website at http://duc.nist.gov for details. Only the English TDT (Topic Detection and Tracking) event cluster summarization task, i.e. task 2 in DUC 2003 and 2004 was used in this study.

2 SEE is free for research purposes and can be downloaded from: http://www.isi.edu/~cyl/SEE.

3 Categorical ratings: all, most, some, hardly any, and none were used in DUC 2001. These were converted to 5 points scale from 4 to 0 and normalized to numbers between 1 and 0 in this study. Direct numerical ratings: 0%, 20%, 40%, 60%, 80%, and 100% were used in subsequent DUCs.
further made two conclusions based on this observation: (1) “DUC scores cannot be used to distinguish a good human summarizer from a bad one” and (2) “The DUC method is not powerful enough to distinguish between systems”. However, we found that we could not make the same observation and conclusions as they did according to Figure 1 for the following reasons:

(1) DUC reference summaries were not created for assessing summarization performance of a particular human in the reference pool but for evaluating systems or other human summarizers who in principle should create as many summaries as other humans or systems participating an evaluation. For example, there should be 30 multi-document summaries from each human summarizer whom we want to evaluate if the DUC 2003 data set is used. Figure 1 clearly shows that this is not the case. Usually different combinations of three human summarizers contributed summaries for each topic and no single human summarizer wrote summaries for all topics. Therefore, simple averages of human summarizer scores across topics were not comparable.

(2) The seemingly random relation of summarizers to each other and to document sets actually demonstrates the sound foundation of the DUC evaluation method because mixing different summarizers over different sets of topics prevent DUC evaluation results being biased to a particular human summarizer. Therefore, the seemingly randomness is due to well considered evaluation design not negligence.

(3) With further investigation of Figure 1 following the three lines that connect three different summarizers originating from topic D30005 (the second topic from the left), we found that summarizer H was better than J in 3 out of 3 topics, i.e. D30005, D30004, and D31013, when they co-contributed to a topic. H was also the best summarizer in 8 out of the 9 topics that H contributed. The relative performance of I and J was not clear. I was better than J in 3 (D30005, D30044, and D31041) out of 5 topics (+ D30048 and D31009) where I and J co-contributed. Therefore, the DUC method was able to identify a good summarizer, H, from a bad one, J, showing that H was not only a good one but a very good one. This also indicates that the DUC method is a reasonable approach and we should have confidence in the evaluations based on this method. However, we also need to pay attention to estimation errors to claim significance of the results. For example, do the facts that H beat J three out of three times or H won eight out of nine times mean anything significant? We can only answer this question after rigorous statistical analysis.

(4) We could not make any conclusion about the effectiveness of the DUC method in distinguishing systems based on Figure 1. We could only make the conclusion that a set of documents could have multiple, very different, equally valid summaries. And in this we agree with Nenkova and Passonneau [7]. Based on this observation, we ask the following questions: (a) Can we obtain stable evaluation results despite using only a single reference summary per sample point as we did in DUC? (b) If the answer to (a) is yes, then how is the stability of evaluation affected by sample size? (c) Will inclusion of multiple summaries make the evaluation results more or less stable? (d) How can multiple references be used in improving the stability of evaluations?

For questions (c) and (d), Hori et al. [6] demonstrated that using many references could be counterproductive if the evaluation metric adopted did not take advantage of the consensus among multiple summaries; while a metric utilizing the consensus would stabilize eventually and perform better than using just a few references. This was independently confirmed by Nenkova and Passonneau [7] on a small scale human-vs.-human experiment using their pyramid method. Results reported by Lin [3] also indicated that using multiple references tend to increase evaluation stability although human judgments only referred to single reference summary.

For question (a), Lin and Hovy [4, 5] showed that stable evaluation results could be obtained but the variability of human judgments and evaluation metrics must be factored in. This was followed extensively in [3] where bootstrap resampling method [1] was used to estimate confidence intervals (i.e. reliability) of the evaluation results in all experiments in that paper and was implemented in the publicly available summary evaluation package ROUGE. In the remaining of this paper, we focused on the remaining question (b). Before we detail our experi-
ments in answering this question, we provide a brief overview of metrics included in ROUGE in the next section and summarize their evaluations as described in [3] in Section 4.

3 ROUGE: a Package for Automatic Evaluation of Summaries

ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. It includes measures to automatically determine the quality of a summary by comparing it to other (ideal) summaries created by humans. We summarize each metric in the following sections.

3.1 ROUGE-N: N-gram Co-Occurrence Statistics

Formally, ROUGE-N is an n-gram recall between a candidate summary and a set of reference summaries. ROUGE-N is computed as follows:

\[
\frac{\sum_{S \in \text{Reference Summaries}} \sum_{\text{gram}_n \in S} \text{Count}_{\text{match}}(\text{gram}_n)}{\sum_{S \in \text{Reference Summaries}} \sum_{\text{gram}_n \in S} \text{Count}(\text{gram}_n)}
\]

Where \( n \) stands for the length of the n-gram, \( \text{gram}_n \), and \( \text{Count}_{\text{match}}(\text{gram}_n) \) is the maximum number of n-grams co-occurring in a candidate summary and a set of reference summaries. Note that the number of n-grams in the denominator of the ROUGE-N formula increases as we add more references. Therefore multiple references can be easily integrated into this metric. Also note that the numerator sums over all reference summaries. This effectively gives more weight to matching n-grams occurring in multiple references. Therefore a candidate summary that contains words shared by more references is favored by the ROUGE-N measure.

3.2 ROUGE-L: Longest Common Subsequence

Given two sequences \( X \) and \( Y \), the longest common subsequence (LCS) of \( X \) and \( Y \) is a common subsequence with maximum length. Saglia et al. [10] used normalized pairwise LCS to compare similarity between two texts in automatic summarization evaluation. To apply LCS in summarization evaluation, we view a summary sentence as a sequence of words and the LCS-based metric, ROUGE-L, computes the ratio between the length of the two summaries’ LCS and the length of the reference summary. One advantage of using LCS is that it does not require consecutive matches but in-sequence matches that reflect sentence level word order as n-grams. The other advantage is that it automatically includes longest in-sequence common n-grams, therefore no predefined n-gram length is necessary.

3.3 ROUGE-W: Weighted Longest Common Subsequence

The basic LCS also has a problem that it does not differentiate LCSes of different spatial relations within their embedding sequences. To improve the basic LCS method, we introduce another metric called ROUGE-W or weighted longest common subsequence that favors LCS with consecutive matches. ROUGE-W can be computed efficiently using dynamic programming [3].

3.4 ROUGE-S: Skip-Bigram Co-Occurrence Statistics

Skip-bigram is any pair of words in their sentence order, allowing for arbitrary gaps. Skip-bigram co-occurrence statistics, ROUGE-S, measure the overlap ratio of skip-bigrams between a candidate summary and a set of reference summaries. For example, sentence “police killed the gunman” has \( C(4,2) = 6 \) skip-bigrams:

\[
(\text{“police killed”}, \text{“police the”}, \text{“police gunman”}, \text{“killed the”}, \text{“killed gunman”}, \text{“the gunman”})
\]

Comparing skip-bigram with LCS, skip-bigram counts all in-order matching word pairs while LCS only counts one longest common subsequence. To reduce spurious matches such as “the the” or “of in”, we can limit the maximum skip distance, \( d_{skip} \), between two in-order words that is allowed to form a skip-bigram. ROUGE-S with maximum skip distance of N is called ROUGE-SN.

3.5 ROUGE-SU: Extension of ROUGE-S

One potential problem for ROUGE-S is that it does not give any credit to a candidate sentence if the sentence does not have any word pair co-occurring with its references. To accommodate this, we extend ROUGE-S with the addition of unigram as counting unit. The extended version is called ROUGE-SU. We presented the evaluations of variants of these ROUGE metrics in the next section using three years’ DUC data.

4 Evaluation of ROUGE

To assess the effectiveness of ROUGE measures, we compute the correlation between ROUGE assigned summary scores and human assigned mean coverage scores. The intuition is that a good evaluation measure should assign a good score to a good summary and a bad score to a bad summary. The ground truth is based on human judgments. Acquiring human judgments are usually very expensive; fortunately, we have DUC 2001, 2002, and 2003 evaluation data that include human judgments as described earlier in Section 2. With the DUC data, we computed Pear-
Table 1. Pearson’s correlations of 17 ROUGE measure scores vs. human judgments for the DUC 2001 and 2002 100 words single document summarization tasks.

Table 2. Pearson’s correlations of 17 ROUGE measure scores vs. human judgments for the DUC 2003 very short summary task.


17 ROUGE measures were tested for each run: ROUGE-N with N = 1 to 9, ROUGE-L, ROUGE-W, ROUGE-S and ROUGE-SU with maximum skip distance d_{skip} = 1, 4, and 9. Table 1 shows the Pearson’s correlation coefficients of the 17 ROUGE measures vs. human judgments on DUC 2001 and 2002 100 words single document summarization data. The best values in each column are marked with dark (green) color and statistically equivalent values to the best values are marked with gray. We found that correlations were not affected by stemming or removal of stopwords in this data set, ROUGE-2 performed better among the ROUGE-N variants, ROUGE-L, ROUGE-W, and ROUGE-S were all performing well, and using multiple references improved performance though not much. All ROUGE measures achieved very good correlation with human judgments in the DUC 2002 data. This might be due to the double sample size in DUC 2002 (295 vs. 149 in DUC 2001) for each system.

Table 2 shows the correlation analysis results on the DUC 2003 single document very short summary data. We found that ROUGE-1, ROUGE-L, ROUGE-
The results indicated that using multiple references did not improve correlations. The effect of sample size on automatic evaluation was significant. Table 3 columns A1, A2, and A3, show correlation analysis results on DUC 2001, 2002, and 2003 100 words multi-document summarization data. The results indicated that using multiple references improved correlation and exclusion of stopwords usually improved performance. ROUGE-1, 2, and 3 performed fine but were not consistent. ROUGE-1, ROUGE-S4, ROUGE-SU4, ROUGE-S9, and ROUGE-SU9 with stopword removal had correlation above 0.70. ROUGE-L and ROUGE-W did not work well in this set of data.

Table 3 columns C, D1, D2, E1, E2, and F show the correlation analyses using multiple references on the rest of DUC data. These results again suggested that exclusion of stopwords achieved better performance especially in multi-document summaries of 50 words. Better correlations (> 0.70) were observed on long summary tasks, i.e. 200 and 400 words summaries. The relative performance of ROUGE measures followed the pattern of the 100 words multi-document summarization task.

Comparing the results in Table 3 with Tables 1 and 2, we found that correlation values in the multi-document tasks rarely reached high 90% except in long summary tasks. One possible explanation of this outcome is that we did not have large amount of samples for the multi-document tasks. In the single document summarization tasks we had over 100 samples; while we only had about 30 samples in the multi-document tasks. The only tasks that had over 30 samples was from DUC 2002; and here as expected the correlations of ROUGE measures with human judgments on the 100 words summary task were much better and more stable than similar tasks in DUC 2001 and 2003. Statistically stable human judgments of system performance might not be obtained due to lack of samples and this in turn caused instability of correlation analyses.

### 5 The Effect of Sample Size

We have shown that ROUGE metrics can be used to evaluate summaries fairly reliably providing there are enough samples. Although our results indicated that multiple references helped, the dominating factor that affected the stability of evaluations seems to be the number of samples. To further quantify the sample size effect on evaluation of summarization, we conducted the following experiments: (1) examine the effect of sample size on human assigned mean coverage score by computing mean coverage score at different sample sizes and different number of references for each participating system; (2) examine the effect of sample size on automatic evalu-
tion metrics by computing them at different sample sizes and different number of references; (3) examine the effect of sample size on correlation between mean coverage score and automatic evaluation metrics by using the results from (1) and (2) and computing Pearson’s correlation coefficient between them.

We used the data from DUC 2001 100 words single and multiple document summarization tasks for these experiments. To ensure reliability of our results, we only used 142 documents from the single document summarization task and 26 topics from the multiple document summarization task because these documents and topics included submissions from all participants and all submissions were judged by NIST assessors. Based on the evaluation results in Section 4, we ran our experiments just on the STOP set that achieved better correlation than the CASE and STEM sets.

At sample size N, we applied standard bootstrap resampling procedure [1]. We randomly sampled N summaries from each system or human summarizer, calculated the mean of the sample, put these N summaries back to the summary pool, and then repeated this procedure 1,000 times. We then cut the lower and upper 2.5% of the 1,000 samples to get the 95% confidence interval of the mean. The Pearson’s correlation was calculated in a similar way. Instead of computing the mean of a sample, we computed the Pearson’s correlation of a set of system means vs. their mean coverage scores 1,000 times. The width of this 95% confidence interval is shown in column dCI in Tables 4 and 5.

Table 4 shows the Pearson’s correlation between mean coverage score (C) and ROUGE-SU4 (R-SU4) with sample size, i.e. number of documents used in evaluation, ranging from 1 to 136 with increment of 5 on the DUC 2001 single document summarization task. It also provides the mean coverage score and ROUGE-SU4 score of a DUC 2001 participant system (R) at different sample sizes.

The mean scores are listed in the M column. The dCI column gives the size of 95% confidence interval around the mean scores. A smaller value indicates more reliable estimation of means. ROUGE-SU4 score was calculated using single reference (1 REF), two references (2 REF), and three references (3 REF). ROUGE-SU4 scores are comparable across different sample sizes but not across different number of references because raw ROUGE-SU4 score does not normalize according to number of references used in computation. However, Pearson’s correlation can be compared across different number of references since it was computed according to one set of mean coverage scores at each sample size. Mean coverage score was assigned by NIST assessors during the DUC evaluation; therefore it was not affected by the number of references used (X REF).

Table 5 shows similar information as Table 4 for the DUC 2001 multiple document summarization task, using system T as example. Results of 26 sample sizes are presented. Figure 2 displays the Pearson’s correlation over different sample sizes and different number of references (R1H: 1 reference, R12: two references, and R123: three references) based on the DUC 2001 single (S100) and multiple (M100) document summarization data in 6 boxplots. Each sample size includes 1,000 resampling data points. The gray box contains the middle 50% data points, i.e. points between the first and the third quartiles, and the line in the gray box marks the median. The length of whiskers of each box is 1.5 times of the length of the box. Data points outside of the whiskers are marked as circles indicating potential outliers.

Based on Tables 4, 5, and Figure 2, we make the following observations: (1) Correlation of automatic metric (ROUGE-SU4) and mean coverage (C) improves and becomes more accurate (smaller gray boxes) as the size of sample increases. The critical values for Pearson’s correlation at 95% confidence with 10 (single document task) and 12 (multiple document task) are 0.576 and 0.532 respectively. Therefore, we reached significant level at sample size of 31 documents for the single document summarization task and at sample size of 6 topics for the multiple document summarization task. However, these numbers do not include estimation errors. To obtain a more accurate estimation, we need to find the sample size where the Pearson’s correlation is at least half dCI larger than its critical value. After we factored in the estimation errors, the critical number of documents for single document task was 86 (0.78 - 0.39/2 = 0.585 > 0.576) and 18 (0.76 – 0.45/2 = 0.535 > 0.532) for the multi-document task. This suggests that the number of documents and topics provided in DUC were large enough for making significant correlation analysis. (2) Using multiple references could help automatic metrics achieve better correlation with human judgments and improve the reliability of evaluations as reflected in the shorter confidence intervals. There were a few abnormalities to this general trend when 2 references were used. These conditions might be the same phenomena observed by Hori et al. [6] that there existed a critical number of references that should be used to achieve better and stable evaluation results. However, the number of reference summaries in our experiments was not large enough for a comprehensive investigation of this effect. (3) Although multiple references are useful, the results in this and previous sections suggest that calibrating automatic metrics against single reference human judgment data such as the DUC data is a valid and sound approach. The only caveat is that we need to pay attention to estimation errors and use enough samples.

6 Conclusions

In this paper, we reviewed the DUC evaluation method and showed that it was a sound and valid
We introduced ROUGE, an automatic evaluation package for summarization, and conducted comprehensive evaluations of the automatic measures included in the ROUGE package using three years of DUC data. To check the significance of the results, we estimated confidence intervals of correlations using bootstrap resampling. We found that (1) ROUGE-2, ROUGE-L, ROUGE-W, and ROUGE-S worked well in single document summarization tasks, (2) ROUGE-1, ROUGE-L, ROUGE-W, ROUGE-SU4, and ROUGE-SU9 performed great in evaluating very short summaries (or headline-like summaries), (3) correlation of high 90% was hard to achieve for multi-document summarization tasks but ROUGE-1, ROUGE-2, ROUGE-S4, ROUGE-S9, ROUGE-SU4, and ROUGE-SU9 worked reasonably well when stopwords were excluded from matching, (4) exclusion of stopwords usually improved correlation, (5) correlations to human judgments were increased by using multiple references but using single reference summary with enough number of samples was a valid alternative, (6) sample size did affect the stability and reliability of evaluations, (7) to reach any statistical significant result, a critical number of samples had to be used, and (8) our study confirmed that the number of documents and topics used in DUC evaluations provided enough samples to claim significant results and human judgments over these data can be used to calibrate automatic evaluation metrics.

In summary, we showed that DUC evaluation data was a very valuable resource to the research community and the ROUGE package could be used effectively in automatic evaluation of summaries. However, how to achieve high correlation with human judgments in multi-document summarization tasks as ROUGE already did in single document summarization tasks is still an open research topic.
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Figure 2. Pearson’s correlation of ROUGE-SU4 (R-SU4) vs. mean coverage (C) for DUC 2001 single (S100) and multiple (M100) document summarization tasks with different number of references. RH: 1 reference, R12: 2 references, and R123: 3 references.