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Abstract

We proposea new methodof using multiple doc-
umentsas evidence with deceasedadding to im-
prove the performanceof a question-answeringys-
tem. Sometimesthe answerto a questionmay be
found in multiple documents. In suc cases,using
multipledocumentsor predictionwouldgeneiatebet-
ter answes than usinga singledocument.Thus,our
methodemploysnformationfrom multiple documents
by adding the scoes of the candidateanswes ex-
tractedfrom the various documents.Becausesimply
addingscoresdgyradesthe performanceof question-
answeringsystemswe add scoles with deceasing
weightsto reducethe negativeeffectof simpleadding
We carried out experimentsusingthe QACL1 testcol-
lectionand confirmedthe effectivenessf our method
througha statisticaltest. Our methodproduceda large
improvementwith valuesof 0.05to 0.14for the eval-
uationscores(MRR/MF).We also obtainedrelatively
good resultsin the experimentsusing the QAC2 test
collection. Theseaesults,andthefact that our method
is very simpleand easyto use demonstate its feasi-
bility andutility for question-answeringystems.

Keywords:  Multiple Documents, Decreased
Adding CombinedViethod

1 Introduction

A question-answeringystemis an applicationde-
signedto producethe correctanswerto a question
givenasinput. For example,when“What is the capi-
tal of Japan?”is givenasinput, a question-answering
systemmayretrieve adocumentontainingasentence,
like“Tokyo is Japans capitalandthe country'slargest
andmostimportantcity. Tokyo is alsooneof Japars
47 prefectures. from an online text, suchasa web-
site,anewspapeiarticle,or aneng/clopedia. Thesys-
tem can then output “Tokyo” as the correctanswer
We expectquestion-answeringystemgo becomein-
creasinglyimportantasa morecorvenientalternatve
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to systemsdesignedor informationretrieval, andas
a basiccomponenbf futureartificial intelligencesys-
tems. Recently mary researcherbhave beenattracted
to this importanttopic. Theseresearchertave pro-
ducedmary interestingstudieson question-answering
systemd4, 3, 1, 2, 5, 7]. Evaluatedconferencesor
contests,on question-answeringystemshave been
held in both the U. S. A. and Japan. In the U. S.
A., anevaluatedconferencénasbeenheld asthe Text
REtrieval Conferenc§ TREC)[17], while in Japana
conferencecalledthe Question-Answeringhallenge
(QAC) hasbeenconducted13]. Theseevaluatedcon-
ferencesaim to improve question-answeringystems.
Researchersnalke their question-answeringystems
and usethemto solwe the samequestions,and each
systems performances thenexaminedto gleanpos-
sibleimprovement.We have investigatedhe potential
of question-answeringystemq10] and studiedtheir
constructionby participatingin the QAC [13] at NT-
CIR 3[11].

In this paperwe proposea nev methodusingmul-
tiple documentasevidencewith decreaseaddingto
improve the performanceof question-answeringys-
tems. Sometimesthe answerto a questionmay be
found in multiple documents. In such cases,using
multiple documentsfor predictionwould generatea
betteranswerthanusingonly onedocumenfor ques-
tion answeringsystemdl, 2, 5, 16]. In our method,
informationfrom multiple documentss employed by
addingthe scoredor the candidateanswersextracted
from the various documentg2, 16]. Becausesim-
ply addingthe scoresdegradesthe performanceof
a question-answeringystem, our method addsthe
scoreswith decreasingveightsto overcomethe prob-
lemsof simpleadding. More concretely our method
multipliesthe scoreof the i-th candidateanswerby a
factorof k(*~1) beforeaddingthe scoreto therunning
total. The final answeris then determinedbasedon
thetotal score. For example,supposehat“Tokyo” is
extractedasa candidateansweifrom threedocuments
andhasscoresof “26”, “21", and“20”, and assume
thatk is 0.3. In this casethetotal scorefor “Tokyo” is



Table 1. Candidate answers with original
scores, where “Tokyo” is the correct an-

swer
Rank| Candidateanswel Scord DocumentiD
1 Kyoto 3.3| 926324
2 | Tokyo 3.2| 259312
3 | Tokyo 2.8| 451245
4 Tokyo 2.5| 371922
5 | Tokyo 2.4| 221328
6 | Beijing 2.3| 113127

Table 2. Candidate answers with simply
added scores where “Tokyo” is the cor-

rect answer
Rank | Cand.ans.| Score DocumentiD
1 Tokyo 10.9 | 259312451245.,...
2 Kyoto 3.3 | 926324
3 Beijing 2.3 | 113127

“34.1” (= 26+ 21 x 0.3+ 20 x 0.3%). Thus,we calcu-
late the scorein the sameway for eachcandidateand
take the answerwith the highestscoreasthe correct
answer

To evaluatethis method we experimentedisingthe
QAC testcollection[13] andconfirmedthe effective-
nessof our methodthrougha statisticatest. In ourex-
perimentswe constructeda question-answeringys-
temandemployed four variationsof it to confirmthat
our methodwaseffective. We alsoconfirmedthatsim-
ply addingthe scoresfrom multiple documentsyith-
out employing decreasingveights,degradedthe per
formanceof the question-answeringystemsn some
cases. Our methodis very simple and easyto use,
andit improvesthe performancef thesesystemsthus
demonstratinggs feasibility andutility .

2 Use of Multiple Documents as Evi-
dence with Decreased Adding

Supposehat the question,“What is the capital of
Japan?”js inputto aquestion-answeringystemywith
the goal of obtainingthe correctanswey “Tokyo”. A
typical question-answeringystemwould output the
candidateanswersaandscoredistedin Tablel. These
systemsalsooutputadocumentD indicatingthedoc-
ument from which each candidateanswerwas ex-
tracted.

For the exampleshavn in Table 1, the systemout-
putsanincorrectanswey“K yoto”, asthefirst answer

A methodbasedon simply adding the scoresof
candidateanswerswas usedpreviously [2, 16]. For

Table 3. Candidate answers with original
scores, where “Kyoto” is the correct an-

swer
Rank | Cand.ans.| Score | DocumentiD
1 Kyoto 5.4 | 926324
2 Tokyo 2.1 | 259312
3 Tokyo 1.8 | 451245
4 Tokyo 1.5 | 371922
5 Tokyo 1.4 | 221328
6 | Beijing 1.3 | 113127

Table 4. Candidate answers with simply
added scores where “Kyoto” is the cor-
rect answer

Rank | Cand.ans.| Score DocumentiD
1 Tokyo 6.8 | 259312451245,...
2 Kyoto 5.4 | 926324
3 | Beijing 1.3 | 113127

ourcurrentexamplequestionthis producegheresults
shavn in Table 2. In this case,the systemoutputs
the correctanswey “Tokyo”, asthe first answer The
methodcanthusobtaincorrectanswerdy usingmul-
tiple documentasevidence.

The problemwith this method,however, is that it
is likely to selectcandidateanswerswith high fre-
quencies.lt is a seriousproblemfrom a performance
standpointjn particular In the caseof a systemwith
goodinherentperformancethe original scoresthatit
outputsare often morereliablethanthe simply added
scores,so the useof this methodoften degradesthe
systemperformance.

To overcomethis problem,we developedour new
methodof usingmultiple documentasevidencewith
decreaseddding.Insteadof simply addingthe scores
of the candidateanswersthe methodaddsthe scores
with decreasingveights. This approachreducesthe
negative effect of a question-answeringystembeing
likely to selectcandidateanswerswith high frequen-
cies,while still improving the accurag of the system
by addingthe scores.

We can demonstratethe effect of our proposed
method by giving an example. Supposethat a
question-answeringystem outputs Table 3 in re-
sponsdo thequestion;'What wasthe capitalof Japan
in A.D. 1000?". The correctansweris “Kyoto”, and
the systemoutputsthe correctanswerasthe first an-
swer

Whenwe applythemethodof simply addingscores
in this system however, we obtainthe resultsshovn
in Table4. In this casetheincorrectansweyr“Tokyo”,



Table 5. Candidate answers obtained by
decreased adding, where “Kyoto” is the
correct answer

Rank | Cand.ans.| Score DocumentiD
1 Kyoto 5.4 | 926324
2 Tokyo 2.8 | 259312451245,...
3 Beijing 1.3 | 113127

Table 6. Candidate answers obtained by
decreased adding, where when “Tokyo”
is the correct answer

Rank | Cand.ans.| Score DocumentiD
1 Tokyo 4.3 | 259312451245,...
2 Kyoto 3.3 | 926324
3 Beijing 2.3 | 113127

achievesthe highestscore.

To overcomethis problem,we cantry to apply our
proposedmethodof addingcandidatescoreswith de-
creasingweights. Supposethat we implementour
methodby multipling the scoreof the i-th candidate
by a factorof 0.3~ beforeaddingscores. In this
casethescorefor “Tokyo” is 2.8(=2.1+ 1.8 x 0.3
+ 1.5 x 0.3%2 + 1.4 x 0.3%) and we obtain the re-
sultsshavn in Table5. The correctanswey “Kyoto”,
achievesthehighestscore while thescorefor “T okyo”
is notablylower.

We canalsoapply our methodto the first example
question,“What is the capital of Japan?”.Whenwe
useour method the scorefor “Tokyo” is 4.3 (= 3.2+
2.8 x 0.3 + 2.5 x 0.3%2 + 2.4 x 0.3%), andwe obtain
the resultsshovn in Table6. As expected,“Tokyo”
achievesthe highestscore.

As describedhere,our methodof addingscoredor
candidateanswerswith decreasingveights success-
fully obtainedthe correctanswersto eachof the ex-
amplequestions. This suggestghe feasibility of the
methodfor reducingtheeffectof aquestion-answering
systembeinglikely to selectcandidateanswerswith
high frequencieswhile at the sametime improving
the systems accurag. We thus confirmedthe effec-
tivenes®f our methodexperimentally asdescribedn
Sectiord.

3 Question-answering Systems Used in
This Study

Thesystemutilizesthreebasiccomponents:

1. Predictionof answeltype

The systempredictsthe answerto be a particu-
lar type of expressionbasedon whetherthein-

putquestions indicatedby aninterrogatve pro-
noun,anadjectize, or anadwerh Forexample,if

theinputquestionis “Who is the primeminister
of Japan?”the expressiorm’'Who” suggestshat
theanswemwill beapersonsname.

2. Documentretrieval

The systemextractstermsfrom the input ques-
tion and retrieves documentsby using these
terms. The retrieval processthus gathersdoc-
umentsthatarelikely to containthe correctan-
swer For example for theinput question'Who
is the prime ministerof Japan?”the systemex-

tracts“prime”, “minister”, and“Japan”asterms
andretrievesdocumentsccordingly

3. Answerdetection

The systemextractslinguistic expressionghat
match the predicted expressiontype, as de-
scribedabove, from the retrieved documentsit

then outputsthe extractedexpressionsas can-
didate answers. For example, for the ques-
tion “Who is the prime minister of Japan?”,
the systemextractspersons namesascandidate
answersfrom documentscontainingthe terms
“prime”, “minister”, and“Japan”.

3.1 Prediction of answer type

3.1.1 Heuristicrules

Thesystenweusedappliesmanuallydefinecheuristic
rulesto predicttheanswertype. Thereare39 of these
rules. Someof themarelisted here:

1. Whendare “who” occursin a question,a per
son's nameis givenasthe answetrtype.

2. Whenitsu “when” occursin a question,atime
expressioris givenastheanswertype.

3. Whendonokuai “how mary” occursin aques-
tion, a numericalexpressionis given asthe an-
swertype.

3.2 Document retrieval

Our systemextractstermsfrom a questionby using
a morphologicalanalyzer ChaSern6]. The analyzer
first eliminatestermswhosepartof speechis aprepo-
sition or a similar type; it thenretrievesby usingthe
extractedterms.

Thedocumentetrieval methodoperatessfollows:

We first retrieve the top k41 documentswith the
highestscorescalculatedrom theequation
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whered is a document,t is a term extracted from
a question,tf(d,t) is the frequeng of ¢ occurring
in documentd, df (t) is the numberof documentsn
which ¢ appears) is thetotal numberof documents,
length(d) is the length of d, and A is the average
lengthof all documents.k; andk, areconstantsie-
finedaccordingto experimentakesults.We basedhis
equationon Robertsors equation[14, 15]. This ap-
proachis very effective, and we have usedit exten-
sively for informationretrieval [9, 12, 8]. In theques-
tion answeringsystemwe usealarge numberfor k;.

Next, we re-rankthe extracteddocumentsaccord-
ing to the following equationandextractthe top & 4;-o
documentswhich areusedin the ensuinganswerex-
tractionphase.
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whered is adocumentT is the setof termsin the
question,and dist(t1,t2) is the distancebetweent1
andt2 (definedasthe numberof characterdbetween
them)with dist(t1,¢2) = 0.5whentl = 2. wg2(t2)
is afunctionof ¢2 thatis adjustedaccordingto experi-
mentalresults.

Becauseour question-answeringystemcan de-
termine whetherterms occur near eachother by re-
rankingthemaccordingto Eq. 2, it canusefull-size
documentdor retrieval. In this study we extracted
20 documentdor retrieval. The following procedure
for answermetectionis thusappliedto the 20 extracted
documents.

3.3 Answer detection

To detectanswerspur systemfirst generategan-
didateexpressiondor the answerfrom the extracted
documents.We initially usedmorphemen-gramsfor
thecandidatexpressionshut this approactgenerated

too mary candidates.Instead,we now only usecan-
didatesconsistingonly of nouns,unknavn words,and
symbols. Also, we usethe ChaSeranalyzerto deter
mine morphemesndtheir partsof speech.

Our approacho judgingwhethereachcandidatds
a correctansweris to add the score(Scorepeqr(c))
for the candidate underthe conditionthat it is near
anextractedterm, andthe score(Scores.n (c)) based
on heuristicrulesaccordingto the answertype. The
systemthenselectsthe candidate$iaving the highest
total pointsascorrectanswers.

We usedthefollowing methodo calculatethescore
for a candidatec underthe conditionthatit mustbe
nearthe extractedterms.
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where ¢ is a candidatefor the correctanswey and
wgr2(t2) is afunctionof ¢2, whichis adjustedaccord-
ing to experimentaresults.

Next, we describehow the score(Scoresenm (¢)) is
calculatedbasedon heuristicrules for the predicted
answertype. We used45 heuristic rules to award
pointsto candidatesindutilized the total pointsasthe
score.Someof the heuristicrulesarelistedbelow:

1. Add 1000to candidatesvhenthey matchoneof
the predictedanswertypes(a persons name,a
time expressionpr anumericalexpression) We
use namedentity extraction techniquesbased
on the support-ectormachinemethodto judge
whethera candidatenatches predictedanswer
type [18]. We usedonly five namedentity as
sameasin our previoussystenm[11].

2. When a country nameis one of the predicted
answertypes,add 1000to candidategound in
our dictionary of countries,which includesthe
namesof almost every country (636 expres-
sions).

3. Whenthequestioncontainsnani NounX “what
Noun X”, add 1000 to candidateshaving the
NounX.

Our systemhasanadditionalfunctionthatareused
afteranswersareselecteasednthescoreslt is the
compiling of similar answers. Our systemcompiles
answerghat are part of otheranswersandthe differ-
encein their scoreds lessthan90% of the bestscore.
The compiling is doneby eliminating answersother
thanthe longestone. We call this methodrate-based
answercompiling



4 Experimentsusing the QAC1 data col-
lection

4.1 Data Used in the Experiments

We usedthe Task-1datain the QAC1 datacollec-
tion from the QAC at NTCIR 3 for our first experi-
ments[13]. This datacollection contains200 pairs
consistingof a questionandits answer It wasdevel-
opedin the Japanesdanguageand is basedon arti-
clesin the Japaneséainichi newspaperfrom 1998
and 1999. The meanreciprocalrank (MRR) is used
for evaluation. By applyingthe MRR, we thenobtain
ascoreof 1/r whenther-th outputansweris correct.
Our systemoutputsits top five answers.

4.2 Methods of Adding Scores

In the experiments we employed eachof the fol-
lowing methodsof addingscores.
Original Method

This methodsimply outputsthe answerggenerated
by the question-answeringystemasthey are,without
addingthe scoresof eachcandidateanswer
Simple Adding Method

This methodaddsthe scoresof eachcandidatean-
swer as extractedfrom multiple documents. It then
outputstheanswersaccordingo theiraddedscores.

In our question-answeringystem the significance
of a candidateansweris greatly changedby a score
of 1000. Therefore,we do not wantto skew scores
by addingthe thousandsnd higherorderdigits from
eachscore. Instead,for scoreswith the samevalues
for the thousandsnd higherorderdigits, the method
extractsonly thedigitsrepresentingaluesbelov 1000
(i.e.,hundredstens,andunits)from eachscore.lt then
addsall theextractedvaluesto give asubtotalwhichis
combinedwith the valuesof thethousandsndhigher
digits sharedby the scores.

On the other hand, the methoddoesnot add the
scoresof candidatesvith differentvaluesfor the dig-
its representingaluesof 1000or greater but instead
simply takesthe higherscoreasthetotal.

For example, supposethat a candidateanswerX
appeargwice with scoresof 1025and1016. In this
case25and16 areextractedasthedigits representing
valuesbelov 1000; thesescoresare addedto obtain
41; andfinally, 41 is addedto 1000,and1041is ob-
tainedasthetotal score.As anotherexample, suppose
thata candidateanswerX appeargwice with scores
of 2025and1016. Here,the scoreshave differentval-
uesfor thethousandsligit. In this casethescoresare
notaddedand2025is obtainedasthetotal score.
Decreased Adding M ethod

This methodaddsthe scoredor eachcandidatean-
swerextractedfrom multiple documentsn almostthe

sameway asthe simple addingmethod. It alsohan-
dlesthedigits representingaluesof 10000r moreby
usingthesameapproach.

The actualmethodof adding,however, is different.
The decrease@ddingmethodmultiplies the scoreof

the i-th candidateanswerby a factorof k(i—1) before
addingthe scores.This is expressedy thefollowing
equation:

1 .
Scoregecreased = E k' Scoreoriginal(z) %)
1<ikn

Here, Scoregecreasea 1S the value of the final
scoreobtainedby the decreaseddding methodfor
the digits representingvalues belov 1000, while
scoreoriginal (4) 1S the value of the original scoreob-
tainedby thequestion-answeringystenfor thesedig-
its. n is the numberof occurrencesf the samecandi-
dateanswerextractedfrom multiple documentswith
the samevaluesfor the thousandsand higherorder
digits. Finally, k is a constansetaccordingto experi-
mentalresults.

For example, supposethat a candidateanswerX
appeardwice with scoresof 2025and2016,andthat
k = 0.3. First, 25 and 16 areextractedasthe values
for the digits belav 1000. Thesevaluesare addedby
usingEg. 5, sothat25+ 16 x 0.3 givesaresultof 29.8.
Then,29.8is addedo 2000,and2029.8is obtainedas
thetotal score.

In this study we used0.01,0.02,0.05,0.1,0.2,0.3,
0.4,0.5,0.6,0.7,0.8,and0.9 asvaluesof k.

Combined Method

This method is a combination of the original
method the simpleaddingmethod,andthe decreased
addingmethod(with the sametwelve possiblevalues
of k, i.e.,0.01,0.02,0.05,0.1,0.2,0.3,0.4,0.5, 0.6,
0.7,0.8,and0.9). First, the combinedmethodiden-
tifies the methodobtainingthe bestperformancgas
measuredy the MRR/MF) for a setof training data.
Then,it usesthe bestmethodto outputanswers.

In this study we did notuseary dataotherthanthe
QAC testcollection, so we performed10-fold cross
validationfor training purposes.

The combinedmethodinvolvestwo importantcon-
siderations.

Oneis thecombinationof multiple methods It can
selecta good methodfor eachcaseandimprove sys-
temperformance.

The seconcconsiderations fair evaluation.For ex-
ample thedecreasedddingmethodhadtwelve possi-
ble valuesof k in our experiments Becauséhe varia-
tionin k is large,evenif asystemusingacertainvalue
for k obtainsa good evaluationscore,the scoremay
beararefluke foundonly in thetestdata. In general,
to avoid suchunfair evaluationandto calculateappro-
priateevaluationscoresthe 10-fold crossvalidationis
used.



4.3 Tested Systems

As noted above, we usedthe question-answering
systemdescribedn Section3 for the experimentsput
we emplogyedfour variationsof it, aslistedhere.Note
thatthe designation Sys-3,refersto the basesystem
exactly asdescribedreviously.

We usedthesefour systemgo confirmwhetherour
proposednethodof usingmultiple documentsasevi-
dencewith decreasedddingwould beeffectivein var
iousquestion-answeringystems.

Sys-1
Unlike Sys-3,which usesEqg. 4, this systemuses
thefollowing equation.

Scorenear2(c) =

3 wdrz(ﬂ)lOH% ®)

Sys-1thusdoesnotusethedistancedetweeracan-
didateanswerandthe termsextractedfrom the input
question.

Sys-2

Thissystendividesdocumenténto paragraphdur-
ing documentretrieval without re-rankingbasedon
Eq. 2, andit alsousesEq. 6 insteadof Eq. 4.

Sys-2thusalsodoesnot directly usethe distances
betweena candidateanswerandthe extractedterms.
Becausét dividesdocumentdnto paragraphsiuring
documentretrieval, however, it doesconfirmwhether
a candidateanswerappearsn the sameparagraphas
eachterm. This enablesSys-2to utilize alittle more
informationrelatedto the distancedetweenthe can-
didateanswerandthe extractedterms,ascomparedo
Sys-1.
Sys-3

Sys-3is the basequestion-answeringystemasde-
scribedin Section3.

4.4 Experimental Results

We conductedexperimentswith the QAC testcol-
lection for Task-1by usingthe methodsdescribedn
Sectiongt.2and4.3. Theresultsareshavn in Table7.
In thetable,the leftmostcolumnindicatesthe adding
method, while the top line indicatesthe question-
answeringsystem. We usedthe two-sidedt-testasa
statisticakestto recognizesignificantdifferenceswith
the original methodasthe baselinemethod. Whena
methodperformedbetterthanthe baselinemethodat
the 0.050r 0.01significancdevel, it wastaggedwith
“+” or “++", respectiely. Likewise, whena method
performedworsethanthe baselinemethodat the 0.05
or 0.01 significancelevel, it wastaggedwith “-" or
“~", respectiely.

Table 7. Results for Task-1 in QAC1 (MRR)

Sys-1 Sys-2 Sys-3
Original 0.294 0.405 0.541
Simple 0.3877F | 0.474" 0.449 ~
Combined| 0.437°F | 0.506"F | 0.597"F
Decreased
k=0.01 0.432t+ | 0.498"* | 0.551
k=0.02 0.433++ | 0.502"* | 0.561
k=0.05 0.440t | 0.510"" | 0.563
k=0.1 0.449++ | 0.516't | 0.570
k=0.2 0.446t+ | 0.509"* | 0.590"+
k=0.3 0.450"+ | 0.504"* | 0.597t+
k=0.4 0.434t+ | 0.504"* | 0.580
k=0.5 0.428+ | 0.509"" | 0.565
k=0.6 0.414t+ | 0.505* | 0.544
k=0.7 0.411++ | 0.498"* | 0.537
k=0.8 0.399"+ | 0.489"F | 0.492
k=0.9 0.390t+ | 0.480"* | 0.472

45 Discussion

From Table 7, we found the following: The sim-
ple addingmethodobtainedlower performancethan
the original methodin somecaseqSys-3). The com-
bined method,which includesour proposedmethod,
alwaysobtainedhigherperformancehanthe original
methodand the simple addingmethod. Our method
produceda large improvement, with valuesof 0.05
to 0.14 for the evaluationscores(MRR). In the de-
creasedadding method, 0.2 and 0.3 were good val-
uesfor k. We actuallycountedthe frequeng of using
eachmethodin the combinedmethodand confirmed
thatthe frequeng of using0.2 or 0.3 wasvery large.
With our bestquestion-answeringystem(Sys-3),the
combinedmethodobtainedscoresof 0.597for Task-
1, while the original methodobtainedscoresof 0.541.
Thebestscorewas0.608in the QAC contestWe have
tried mary otherwaysto improve questionanswering,
but we could not improve questionansweringeasily
Although our proposedmethodin this paperis very
easyandfeasible it couldmalke quitealargeimprove-
mentandobtainalmostthe sameprecisionasthe best
scorein the QAC contest.

The proposedmethod using multiple documents
as evidencewith decreaseddding hasthe problem
that when only one documentincludesanswersthe
methodcannotaddthe scoresof answersn multiple
documentsandthe performanceof the systemdete-
riorates. We examinedthis problemby using Sys-3,
which offeredthebestperformanceWe calculatedhe
systemperformancef Sys-3with variousnumbersof
documentgqz) including answersamongthe top 20
document®btainedduringdocumentetrieval. As we
expectedjn the caseof 0<x<1, thecombinedmnethod
obtainedower performancehanthe original method.



Table 8. Results for Subtask-1 in QAC2

SystemD | MRR
CRL1 0.566
CRL2 0.577
Baseline | 0.541

Table 9. Results for Subtask-2 in QAC2

SystemiD | MF | Ratefor select
CRL1 0.321 0.95
CRL2 0.302 0.97
CRLX 0.363 0.90
CRLY 0.358 0.85
CRLZ 0.334 0.80
Baseline | 0.293 0.95

Otherwise,however, the combinedmethodobtained
higherperformanceTo solwe this problem,we should
increasehe sizeof the documensetsto obtainmulti-
ple documentgontaininganswersor identify whether
thenumberof documentsncludinganswerdor anin-
putquestionis oneor more.

5 Experimentsusing the QAC2 data col-
lection

In this section,we shav the experimentalresults
in the QAC2 datacollection. The resultsare shovn
in Tables8 to 10. We usedSys-3with the decreased
addingmethodandk = 0.3. In Subtask-1pur system
outputsits top five answers. In CRL1 of Subtask-2
or Subtask-3pur systemoutputsthe answershaving
a scorethatis more than 95% of the highestscore.
In CRL2 of Subtask-2or Subtask-3pur systemout-
putstheanswerdaving ascorethatis morethan97%
of the highestscore. In CRL3 of Subtask-3pur sys-
tem outputsthe top five answers. Although we used
select-onanethodin the QAC1 contesf11], we used
select-by-atemethodn the QAC2 contest.Select-by-
rate methodoutputsthe answershaving a scoremore
thana certainrate (Ratefor selection)of the highest
score. In Subtask-2we madeexperimentsof chang-
ing the ratefor selection. CRLX, CRLY, and CRLZ
aretheresultsafterthe contest.In Subtask-3the au-
tomatic evaluationsystemhasnot beengiven by the
organizers,so we could not make additional experi-
ments.“Baseline” is the systemusing Sys-3andnot
usingthedecreasedddingmethod.Sys-2of Subtask-
1 useghefollowing equation11] insteadof Equation
41!

1 CRL is an abbraiation of CommunicationsResearch_abora-
tory, which is the previous nameof our institute, National Institute

Table 10. Results for Subtask-3 in QAC2

SystemlD | MF
CRL1 0.224
CRL2 0.223
CRL3 0.153

Scorenear2(c)
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Our systemsobtainedthe second-besscore, the
bestscoreandthebestscore,in Subtask-1Subtask-2,
and Subtask-3of QAC2, respectiely. This indicates
that our methodsfor question-answeringystemsare
very effective.

In Subtask-land Subtask-2,CRL1 which uses
the decrease@ddingmethodoutperformedhe base-
line methodwhich doesnot usethe decrease@dding
method. The effectivenessof the decreaseddding
methodwasalso confirmedin the QAC2 datacollec-
tion.

In this paperwe couldnotshav theresultsof more
detailedexperimentsn the caseusingthe QAC2 data
collection, becausethe schedulefor writing is very
tight andour systemneedsa lot of time. (Our system
is very slow.) In the future studies,we planto male
moreexperimentsandshaov them.

6 Conclusions

We have proposeda new methodof usingmultiple
documentsas evidencewith decreaseéddingto im-
provetheperformancef question-answeringystems.
Our decrease@ddingmethodmultiplies the scoreof
thei-th candidateoy k(i—1) beforeaddingthe scoreto
the running total. We found experimentallythat 0.2
and0.3weregoodvaluesfor k. Our proposednethod
is simpleandeasyto use,andit producedarge score
improvements. Theseresultsdemonstratehe feasi-
bility andutility of our method. We alsoappliedthe
methodin variousquestion-answeringystemslt im-
provedperformanceén every case.

Our participationteam(CRL) obtainedthe second-
bestprecision the bestprecision,andthe second-best
precision,in Task-1,Task-2,andTask-3of QAC1, re-
spectvely. It alsoobtainedthe second-besscore,the
bestscoreandthebestscore,in Subtask-1Subtask-2,
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and Subtask-3of QAC2, respectiely. Thus,we ob-
tainedvery goodresultsconstantlyin the seriesof the
QAC contest. This indicatesthe effectivenessof our
guestion-answeringystem. Our question-answering
systemusesmary kinds of effective methodghatcan
beusedeasily Thus,the paperdescribingthosemeth-
odswill beveryuseful.

Our question-answeringystemhasnot yet useda
large ontologyfor the namedentity andhasusedonly
a few kinds of namedentities. In future studies,we
would like to usemorekinds of namedentitiesto im-
prove the performancef our system.
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