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Abstract

This paper examines the current way of keeping
the data produced during an evaluation campaign of
Information Retrieval Systems (IRSs) and highlights
some shortenings of it. In particular, the Cranfield
methodology has been designed for creating compa-
rable experiments and evaluating the performances of
IRS rather than modeling and managing the scientific
data produced during an evaluation campaign.

The data produced during an evaluation campaign
of IRSs are valuable scientific data, and as a conse-
quence, their lineage should be tracked since it allows
us to judge the quality and applicability of informa-
tion for a given use; those data should be enriched
progressively adding further analyses and interpreta-
tions on them; it should be possibile to cite them and
their further elaboration, since this is an effective way
for explicitly mentioning and making references to use-
ful information, for improving the cooperation among
researchers and to facilitate the transfer of scientific
and innovative results from research groups to the in-
dustrial sector.

Keywords: Experimentation, Scientific Data, Data
Curation, Long-term Preservation

1 Introduction

This paper addresses the experimental evaluation
approach adopted by the Information Retrieval (IR)
research field in the light of the challenges posed by
the increasing attention for the management, preser-
vation and access to scientific data. We describe how
this increasing attention impacts both the IR evaluation
methodology and the way in which the data of the eval-
uation campaigns are organized and maintained over
time. And, we explain the concrete steps we have un-
dertaken in order to contribute to an organic and sys-
tematic extension of the current IR evaluation method-
ology, since we have designed a conceptual model
and developed an effective architecture for an inno-

vative software infrastructure to support the course
of an evaluation campaign. To reach its aim and to
present the corresponding findings, the paper is orga-
nized as follows: Section 2 introduces the motivations
and the objectives of our research work; Section 3 dis-
cusses possible ways of extending the current evalua-
tion methodology; Section 4 describes the conceptual
model of the information space involved by and a soft-
ware infrastructure for an evaluation campaign; Sec-
tion 5 provides information about the running system;
finally, Section 6 draws some conclusions.

2 The IR Experimental Evaluation

2.1 Methodological Viewpoint

The current approach for laboratory evaluation of
information access systems relies on the Cranfield
methodology, which makes use of experimental col-
lections [11]. An experimental collection is a triple
C = (D, T, J), where: D is a set of documents, called
also collection of documents; T is a set of topics,
which expresses the user’s information needs and from
which the actual queries are derived; J is a set of rel-
evance judgements, i.e. for each topic t ∈ T and for
each document d ∈ D it is determined whether d is
relevant to t or not.

An experimental collection C allows the compari-
son of information access systems according to some
measurements which quantify their performances.
The main goal of an experimental collection is both to
provide a common test-bed to be indexed and searched
by information access systems and to guarantee the
possibility of replicating the experiments.

When reasoning about this evaluation paradigm, a
first step is to point out that the experimental eval-
uation in the IR field is a scientific activity and, as
such, its outcomes are different kinds of valuable sci-
entific data. So, the experiments themselves repre-
sent our primary scientific data and the starting point
of our investigation. Using the experimental data, we
produce different performance measurements, such as����������������
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Figure 1. DIKW hierarchy with respect to
IR experimental evaluation.

precision and recall, that are standard measures that
are used to evaluate the performances of an IRS for
a given experiment. Starting from these performance
measurements, we can compute descriptive statistics,
such as mean or median, used to summarize the over-
all performances achieved by an experiment or by a
collection of experiments. Finally, we can perform hy-
pothesis tests and other statistical analyses to conduct
an in-depth analysis and comparison over a set of ex-
periments.

We can frame the above mentioned scientific data
in the context of the Data, Information, Knowledge,
Wisdom (DIKW) hierarchy [2, 34], represented in fig-
ure 1:

• data: the experimental collections and the experi-
ments correspond to the “data level” in the hierar-
chy, since they are the raw, basic elements needed
for any further investigation and they would have
little meaning by themselves. In fact, an experi-
ment and the list of results obtained conducting it
are almost useless without a relationship with the
experimental collection with respect to which the
experiment has been conducted and the list of re-
sults produced; those data constitute the basis for
any subsequent computation;

• information: the performance measurements cor-
respond to the “information level” in the hierar-
chy, since they are the result of computations and
processing on the data, so that we have associ-
ated a meaning to the data by way of some kind
of relational connection. For example, precision
and recall measures are obtained by relating the
list of results contained in an experiment with the
relevance judgements J ;

• knowledge: the descriptive statistics and the
hypothesis tests correspond to the “knowledge
level” in the hierarchy, since they are a fur-
ther elaboration of the information carried by the
performance measurements and provide us with
some insights about the experiments;

• wisdom: theories, models, algorithms, tech-
niques, and observations, which are usually com-
municated by means of papers, talks, and sem-
inars, correspond to the “wisdom level” in the
hierarchy, since they provide interpretation, ex-
planation, and formalization of the content of the
previous levels.

As observed by [34], “while data and information (be-
ing components) can be generated per se, i.e., with-
out direct human interpretation, knowledge and wis-
dom (being relations) cannot: they are human- and
context-dependent and cannot be contemplated with-
out involving human (not machine) comparison, de-
cision making and judgement”. This observation fits
also to the case of IR experimental evaluation. In-
deed, experiments (data) and performance measure-
ments (information) are usually generated in an auto-
matic way by IRSs, programs and tools for assessing
performances. On the other hand, statistical analyses
(knowledge) and models and algorithms (wisdom) re-
quire a deep involvement of researchers in order to be
conducted and developed.

This view of the IR experimental evaluation calls
for the basic question whether the Cranfield methodol-
ogy is able to support an experimental approach where
the whole process from data to wisdom is taken into
account.

This question is made more compelling by the fact
that, when we deal with scientific data, “the lineage
(provenance) of the data must be tracked, since a sci-
entist needs to know where the data came from [. . . ]
and what cleaning, rescaling, or modelling was done to
arrive at the data to be interpreted” [1]. Moreover, [22]
points out how provenance is “important in judging the
quality and applicability of information for a given use
and for determining when changes at sources require
revising derived information”. Furthermore, when sci-
entific data are maintained for further and future use,
they should be enriched and, sometimes, the enrich-
ment of a portion of scientific data can make use of
a citation for explicitly mentioning and making refer-
ences to useful information [3, 4]. Finally, [25] high-
lights that “digital data collections enable analysis at
unprecedented levels of accuracy and sophistication
and provide novel insights through innovative infor-
mation integration”.

Therefore, the question turns out to be not only
to which degree the Cranfield methodology embraces
the passing from data to wisdom but also whether the
proper strategies are adopted to ensure the provenance,
the enrichment, the citation, and the interpretation of
the scientific data.

2.2 Infrastructural Viewpoint

When it comes to infrastructural aspects of such
evaluation methodology, the experimental evaluation����������������
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is usually carried out in important international eval-
uation campaigns which bring research groups to-
gether, provide them with the means for measuring
the performances of their systems, discuss and com-
pare their results. Text REtrieval Conference (TREC) 1

has been the first initiative in this field and has laid
the groundwork for the other subsequent initiatives;
TREC developed a common evaluation procedure in
order to compare IRSs by measuring the effectiveness
of different techniques, and to discuss how differences
between systems affected performances [20]. After
TREC, other international important initiatives have
been launched, in particular Cross-Language Evalu-
ation Forum (CLEF) and NII-NACSIS Test Collec-
tion for IR Systems (NTCIR) . CLEF2 aims at eval-
uating Cross Language Information Retrieval (CLIR)
systems that operate on European languages in both
monolingual and multilingual contexts. NTCIR3 is the
Asian counterpart of CLEF where the traditional Chi-
nese, Korean, Japanese, and English languages are the
basis of the evaluation of cross-lingual tasks.

The growing interest in the proper management of
scientific data has been brought to general attention by
different world organizations, among them the Euro-
pean Commission, the US National Scientific Board,
and the Australian Working Group on Data for Sci-
ence. The EC in the i2010 Digital Library Initia-
tive clearly states that “digital repositories of scien-
tific information are essential elements to build Euro-
pean eInfrastructure for knowledge sharing and trans-
fer, feeding the cycles of scientific research and in-
novation up-take” [18]. The US National Scientific
Board points out that “organizations make choices
on behalf of the current and future user community
on issues such as collection access; collection struc-
ture; technical standards and processes for data cura-
tion; ontology development; annotation; and peer re-
view”. And, those organizations “are uniquely posi-
tioned to take leadership roles in developing a com-
prehensive strategy for long-lived digital data collec-
tions” [25]. The Australian Working Group on Data
for Science suggests to “establish a nationally sup-
ported long-term strategic framework for scientific
data management, including guiding principles, poli-
cies, best practices and infrastructure”, that “standards
and standards-based technologies be adopted and that
their use be widely promoted to ensure interoperabil-
ity between data, metadata, and data management sys-
tems”, and that “the principle of open equitable access
to publicly-funded scientific data be adopted wherever
possible [. . . ] As part of this strategy, and to enable
current and future data and information resources to
be shared, mechanisms to enable the discovery of, and

1http://trec.nist.gov/
2http://clef.isti.cnr.it/
3http://research.nii.ac.jp/ntcir/index-en.

html

access to, data and information resources must be en-
couraged” [33].

The above mentioned observations suggest that
considering the IR experimental evaluation as a source
of scientific data requests not only to re-think about the
evaluation methodology itself but also to re-consider
the way in which this methodology is carried out and
in which evaluation campaigns are organized. Indeed,
changes to the IR evaluation methodology need to be
properly supported by an organizational, hardware,
and software infrastructures which allow for manage-
ment, search, access, curation, enrichment, and cita-
tion of the produced scientific data.

This change involves also the organizations which
set up the evaluation campaigns, since they have not
only to provide such infrastructure but also to partic-
ipate in the design and development of it. In fact, as
highlighted by [25], they should take a leadership role
in developing a comprehensive strategy for long-lived
digital data collections and drive the research commu-
nity through this process in order to improve the way
of doing research. As a consequence, the aim and the
reach of an evaluation campaign would be widened be-
cause, besides bringing research groups together and
provide them the means for discussing and comparing
their work, an evaluation campaign should take care
also of defining guiding principles, policies, best prac-
tices for making use of the scientific data produced
during the evaluation campaign itself.

3 Extending Evaluation

As observed in the previous section, scientific data,
their curation, enrichment, and interpretation are es-
sential components of scientific research. These is-
sues are better faced and framed in the wider context
of the curation of scientific data, which plays an im-
portant role on the systematic definition of a proper
methodology to manage and promote the use of data.
The e-Science Data Curation Report gives the follow-
ing definition of data curation [24]: “the activity of
managing and promoting the use of data from its point
of creation, to ensure it is fit for contemporary pur-
pose, and available for discovery and re-use. For dy-
namic datasets this may mean continuous enrichment
or updating to keep it fit for purpose”. This defi-
nition implies that we have to take into considera-
tion the possibility of information enrichment of sci-
entific data, meant as archiving and preserving scien-
tific data so that the experiments, records, and obser-
vations will be available for future research, as well
as provenance, curation, and citation of scientific data
items. The benefits of this approach include the grow-
ing involvement of scientists in international research
projects and forums and increased interest in compar-
ative research activities. Furthermore, the definition
introduced above reflects the importance of some of����������������
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the many possible reasons for which keeping data is
important, for example: re-use of data for new re-
search, including collection based research to gener-
ate new science; retention of unique observational data
which is impossible to re-create; retention of expen-
sively generated data which is cheaper to maintain
than to re-generate; enhancing existing data available
for research projects; validating published research re-
sults.

As a concrete example in the field of information
retrieval, please consider the data fusion problem [12],
where lists of results produced by different systems
have to be merged into a single list. In this context,
researchers do not start from scratch, but they often
experiment their merging algorithms by using the list
of results produced in experiments carried out by other
researchers. This is the case, for example, of the CLEF
2005 multilingual merging track [17], which provided
participants with some of the CLEF 2003 multilingual
experiments as list of results to be used as input to their
merging algorithms. It is clear that researchers of this
field would benefit by a data curation strategy, which
could promote the re-use of existing data and allow
data fusion experiments to be traced back to the orig-
inal list of results and, perhaps, to the analyses and
interpretations about them.

On the other hand, the Cranfield methodology was
developed to create comparable experiments and eval-
uating the performances of an IRS rather than mod-
eling, managing, and curating the scientific data pro-
duced during an evaluation campaign. In the follow-
ing sections, we discuss some key points we propose
to explicitly take into consideration for extending the
current evaluation methodology.

3.1 Conceptual Model and Metadata

If we consider the definition of experimental col-
lection, it does not take into consideration any kind of
conceptual model [31] of neither the experimental col-
lection as a whole nor its constituent parts. Whereas,
the information space implied by an evaluation cam-
paign needs an appropriate conceptual model which
takes into consideration and describes all the entities
involved by the evaluation campaign. In fact, an ap-
propriate conceptual model is the necessary basis to
make the scientific data produced during the evalu-
ation an active part of all those information enrich-
ments, as data provenance and citation. The concep-
tual model can be also translated into an appropriate
logical model in order to manage the information of an
evaluation campaign by using a robust data manage-
ment technology. Finally, from this conceptual model
we can derive also appropriate data formats for ex-
changing information among organizers and partici-
pants.

Moreover, [5] points out that “metadata descrip-

tions are as important as the data values in provid-
ing meaning to the data, and thereby enabling sharing
and potential future useful access”. Since there is no
conceptual model for an experimental collection, also
metadata schemes for describing it are lacking. Con-
sider that there are almost no metadata:

• which describe a collection of documents D; use-
ful metadata would concern, at least, the creator,
the creation date, a description, the context the
collection refers to, and how the collection has
been created;

• about the topics T ; useful metadata would regard
the creators and the creation date, how the cre-
ation process has taken place, if there were any
issues, what are the documents the creators have
found relevant for a given topic, and so on [15];

• which describe the relevance judgements J ; ex-
amples of such metadata concern creators and
the creation date, what have been the criteria
which led the creation of the relevance judge-
ments, what problems have been faced by the as-
sessors when dealing with difficult topics [15].

The situation is a little bit less problematic when it
comes to experiments for which some kind of meta-
data may be collected, such as which topic fields have
been used to create the query, whether the query has
been automatically or manually constructed from the
topics and, in some tracks of TREC, some informa-
tion about the hardware used to run the experiments.
Nevertheless, a better description of the experiments
could be achieved if we take into consideration what
retrieval model has been applied, what algorithms and
techniques have been adopted, what kind of stop word
removal and/or stemming has been performed, what
tunings have been carried out.

A good attempt in this direction is represented by
the Reliable Information Access (RIA) Workshop [10,
19], organized by the US National Institute of Stan-
dards and Technology (NIST) in 2003, where an in-
depth study and failure analysis of the conducted ex-
periments have been performed and valuable informa-
tion about them have been collected. However, the ex-
istence of a commonly agreed conceptual model and
metadata schemas would have helped in defining and
gathering the information to be kept.

Similar considerations hold also for the perfor-
mance measurements, the descriptive statistics, and
the statistical analyses which are not explicitly mod-
eled and for which no metadata schema is defined. It
would be useful to define at least the metadata that are
necessary to describe which software and which ver-
sion of the software have been used to compute a per-
formance measure, which relevance judgements have
been used to compute a performance measure, and
when the performance measure has been computed.����������������
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Similar metadata could be useful also for descriptive
statistics and statistical analyses.

All these additional information can provide use-
ful hints about the system models and also the context
of the evaluation. The context is not simply the track
or specific experiments as potentially we could need
more information such as who the assessors were, how
they assessed documents, what the aims of the experi-
ment were and the circumstances in which the collec-
tion was built. Similarly, systems are more than sim-
ply a system configuration but an overall approach for
a retrieval task. Furthermore, this additional informa-
tion can be used to support the higher-level research
activities, such as assessing the reliability of informa-
tion retrieval experiments [35].

3.2 Unique Identification Mechanism

The lack of a conceptual model causes another rele-
vant consequence: there is no common mechanism for
uniquely identify the different digital objects involved
in an evaluation campaign, i.e. there is no way to
uniquely identify and reference to collections of docu-
ments, topics, relevance judgements, experiments, and
statistical analyses.

The absence of a mechanism for uniquely identify
and reference the digital objects of an evaluation cam-
paign prevent us from directly citing those digital ob-
ject. Indeed, as recognized by [24], the possibility of
citing scientific data and their further elaboration is an
effective way for making scientists and researchers an
active part of the digital curation process. Moreover,
this opportunity would strengthen the passing from
data to wisdom, discussed in Section 2, because ex-
perimental collections and experiments would become
citable and accessible as any other item in the refer-
ence list of a paper.

Over the past years, various syntaxes, mechanisms,
and systems have been developed to provide unique
identifiers for digital objects, among them the follow-
ing are candidates to be adopted in the unique identi-
fication of the different digital objects involved in an
evaluation campaign:

• Uniform Resource Identifier (URI) is a compact
string of characters for identifying an abstract
or physical resource [6, 7]. The term Uniform
Resource Locator (URL) refers to the subset of
URIs that identify resources via a representation
of their primary access mechanism (e.g., their
network “location”), rather than identifying the
resource by name or by some other attribute(s)
of that resource. The term Uniform Resource
Name (URN) refers to the subset of URIs that
are required to remain globally unique and per-
sistent even when the resource ceases to exist or
becomes unavailable [7];

• Digital Object Identifier (DOI) is a system which
provides a mechanism to interoperably identify
and exchange intellectual property in the digital
environment. DOI conforms to a URI and pro-
vides an extensible framework for managing in-
tellectual content based on proven standards of
digital object architecture and intellectual prop-
erty management. Furthermore, it is an open sys-
tem based on non-proprietary standards [29];

• OpenURL aims at standardizing the construc-
tion of “packages of information” and the meth-
ods by which they may be transported over net-
works [26]. Thus, OpenURL is a standard syntax
for transporting information (metadata and iden-
tifiers) about one or multiple resources within
URLs, since it provides a syntax for encoding
metadata and identifiers, limited to the world of
URLs [29];

• Persistent URL (PURL)4: instead of pointing di-
rectly to the location of an Internet resource, a
PURL points to an intermediate resolution ser-
vice that associates the PURL with the actual
URL and returns that URL to the client as a stan-
dard HyperText Transfer Protocol (HTTP) redi-
rect. The client can then complete the URL trans-
action in the normal fashion;

• PURL-based Object Identifier (POI) 5 is a simple
specification for resource identifiers based on the
PURL system and closely related to the use of the
Open Archives Initiative Protocol for Metadata
Harvesting (OAI-PMH) defined by the Open
Archives Initiative (OAI) 6 [27]. The POI is a rel-
atively persistent identifier for resources that are
described by metadata “items” in OAI-compliant
repositories.

An important aspect of all the identification mecha-
nisms described above is that all of them provide facil-
ities for resolving the identifiers. This means that all
those mechanisms permit a direct access to each iden-
tified digital object starting from its identifier, in this
way giving a direct access to an interested researcher
to the referenced digital object together with all the in-
formation concerning it.

The DOI constitutes a valuable possibility for iden-
tifying and referencing digital objects of an evaluation
campaign, since there have already been successful at-
tempts to apply it to scientific data and it gives also the
possibility of associating metadata to identified digital
objects [9, 28].

4http://purl.oclc.org/
5http://www.ukoln.ac.uk/

distributed-systems/poi/
6http://www.openarchives.org/����������������
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3.3 Statistical Analyses

[21] points out that, in order to evaluate retrieval
performances, we do not need only an experimental
collection and measures for quantifying retrieval per-
formances, but also a statistical methodology for judg-
ing whether measured differences between retrieval
methods can be considered statistically significant.

To address this issue, evaluation campaigns have
traditionally supported and carried out statistical anal-
yses, which provide participants with an overview
analysis of the submitted experiments; recently results
of this kind have been presented in [17, 23, 32]. Fur-
thermore, participants may conduct statistical analyses
on their own experiments by using either ad-hoc pack-
ages, such as IR-STAT-PAK7, or generally available
software tools with statistical analysis capabilities, like
R8, SPSS9, or MATLAB10. However, the choice of
whether performing a statical analysis or not is left
up to each participant who may even not have all the
skills and resources needed to perform such analyses.
Moreover, when participants perform statistical anal-
yses using their own tools, the comparability among
these analyses could not be fully granted, in fact, dif-
ferent statistical tests can be employed to analyze the
data, or different choices and approximations for the
various parameters of the same statistical test can be
made.

In developing an infrastructure for improving the
support given to participants by an evaluation cam-
paign, it could be advisable to add some form of sup-
port and guide to participants for adopting a more uni-
form way of performing statistical analyses on their
own experiments. If this support is added, partici-
pants can not only benefit from standard experimental
collections which make their experiments comparable,
but they can also exploit standard tools for the analy-
sis of the experimental results, which would make the
analysis and assessment of their experiments compa-
rable too.

As recalled in Section 2, scientific data, their en-
richment and interpretation are essential components
of scientific research. The Cranfield methodology
traces out how these scientific data have to be pro-
duced, while the statistical analysis of experiments
provide the means for further elaborating and inter-
preting the experimental results. Nevertheless, the
current methodologies does not require any particu-
lar coordination or synchronization between the basic
scientific data and the analyses on them, which are
treated as almost separated items. On the contrary,
researchers would greatly benefit from an integrated

7http://users.cs.dal.ca/˜jamie/pubs/
IRSP-overview.html

8http://www.r-project.org/
9http://www.spss.com/

10http://www.mathworks.com/

vision of them, where the access to a scientific data
item could also offer the possibility of retrieving all
the analyses and interpretations on it. Furthermore, it
should be possible to enrich the basic scientific data in
an incremental way, progressively adding further anal-
yses and interpretations on them.

4 Evaluation Campaign Infrastructure

4.1 Conceptual Model

As discussed in the previous section, we need to de-
sign and develop a proper conceptual model of the in-
formation space involved by an evaluation campaign.
Indeed, this conceptual model provide us with the ba-
sis needed to offer all the information enrichment and
interpretation features described above.

Figure 2 shows the Unified Modeling Language
(UML) schema [30, 8] which represents the concep-
tual model we have developed and gives and idea of
the complexity of the information space involved by
an evaluation campaign and for the need of a careful
system design. The conceptual model is built around
five main areas of modelling:

• evaluation campaign: deals with the different
aspects of an evaluation forum, such as the con-
ducted evaluation campaigns and the different
editions of each campaign, the tracks along which
the campaign is organized, the subscription of the
participants to the tracks, the topics of each track;

• collection: concerns the different collections
made available by an evaluation forum; each col-
lection can be organized into various files and
each file may contain one or more multimedia
documents; the same collection can be used by
different tracks and by different editions of the
evaluation campaign;

• experiments: regards the experiments submit-
ted by the participants and the evaluation metrics
computed on those experiments, such as preci-
sion and recall;

• pool/relevance assessment: is about the pooling
method where a set of experiments is pooled and
the documents retrieved in those experiments are
assessed with respect to the topics of the track the
experiments belongs to;

• statistical analysis: models the different aspects
concerning the statistical analysis of the experi-
mental results, such as the type of statistical test
employed, its parameters, the observed test statis-
tic, and so forth.

Each object in the schema has the possibility to
be enriched with various metadata objects in order to����������������
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Figure 2. UML conceptual model for the information space of an evaluation campaign.

provide additional information about it; the different
metadata objects can comply with different metadata
schemes, which can be defined in an easy and exten-
sible way, in order to describe different facets of the
annotated object. Moreover, each metadata object can
be, in turn, annotated with other metadata objects, so
that is possible to have a chain of nested metadata de-
scribing a given object.

4.2 Architecture

Figure 3 shows the architecture of the proposed ser-
vice. It consists of three layers – data, application and
interface logic layers – in order to achieve a better
modularity and to properly describe the behavior of
the service by isolating specific functionalities at the
proper layer. In this way, the behavior of the system
is designed in a modular and extensible way. In the
following, we briefly describe the architecture shown
in figure 3, from bottom to top.

4.2.1 Data Logic

The data logic layer deals with the persistence of the
different information objects coming from the upper

layers. There is a set of “storing managers” dedicated
to storing the submitted experiments, the relevance
assessments and so on. We adopt the Data Access
Object (DAO)11 and the Transfer Object (TO)11 de-
sign patterns. The DAO implements the access mecha-
nism required to work with the underlying data source,
acting as an adapter between the upper layers and the
data source. If the underlying data source implemen-
tation changes, this pattern allows the DAO to adapt to
different storage schemes without affecting the upper
layers.

In addition to the other storing managers, there is
the log storing manager which fine traces both system
and user events. It captures information such as the
user name, the Internet Protocol (IP) address of the
connecting host, the action that has been invoked by
the user, the messages exchanged among the compo-
nents of the system in order to carry out the requested
action, any error condition, and so on. Thus, besides
offering us a log of the system and user activities, the
log storing manager allows us to fine trace the prove-
nance of each piece of data from its entrance in the
system to every further processing on it.

11http://java.sun.com/blueprints/
corej2eepatterns/Patterns/����������������
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Figure 3. Service architecture for supporting evaluation of information access components.

Finally, on top of the various “storing managers”
there is the Storing Abstraction Layer (SAL) which
hides the details about the storage management to the
upper layers. In this way, the addition of a new “stor-
ing manager” is totally transparent for the upper lay-
ers.

4.2.2 Application Logic

The application logic layer deals with the flow of oper-
ations within Distributed Information Retrieval Evalu-
ation Campaign Tool (DIRECT) . It provides a set of
tools capable of managing high-level tasks, such as ex-
periment submission, pool assessment, statistical anal-
ysis of an experiment.

For example, the Statistical Analysis Management
Tool (SAMT) offers the functionalities needed to con-
duct a statistical analysis on a set of experiments.
In order to ensure comparability and reliability, the
SAMT makes uses of well-known and widely used
tools to implement the statistical tests, so that everyone
can replicate the same test, even if he has no access to
the service. In the architecture, the MATLAB Statis-
tics Toolbox12 has been adopted, since MATLAB is
a leader application in the field of numerical analysis
which employs state-of-the-art algorithms, but other
software could have been used as well. In the case of
MATLAB, an additional library is needed to allow our
service to access MATLAB in a programmatic way;
other softwares could require different solutions. As
an additional example aimed at wide comparability
and acceptance of the tools, a further library provides
an interface for our service towards the trec eval
package13. trec eval has been firstly developed
and adopted by TREC and represents the standard tool
for computing the basic performance figures, such as

12http://www.mathworks.com/products/
statistics/

13ftp://ftp.cs.cornell.edu/pub/smart/

precision and recall.
Finally, the Service Integration Layer (SIL) pro-

vides the interface logic layer with a uniform and inte-
grated access to the various tools. As we noticed in the
case of the SAL, thanks to the SIL also the addition of
new tools is transparent for the interface logic layer.

4.2.3 Interface Logic

It is the highest level of the architecture, and it is the
access point for the user to interact with the system. It
provides specialised User Interfaces (UIs) for differ-
ent types of users, that are the participants, the asses-
sors, and the administrators. Note that, thanks to the
abstraction provided by the application logic layer, dif-
ferent kind of UIs can be provided, either stand-alone
applications or Web-based applications.

5 Running System

The proposed software infrastructure has been
implemented in a prototype, called Distributed
Information Retrieval Evaluation Campaign Tool
(DIRECT) [13, 16], and it has been tested in the con-
text of the CLEF 2005 and 2006 evaluation campaigns.
The prototype provides support for:

• the management of an evaluation forum: the track
set-up, the harvesting of documents, the manage-
ment of the subscription of participants to tracks;

• the management of submission of experiments,
the collection of metadata about experiments, and
their validation;

• the creation of document pools and the manage-
ment of relevance assessment;

• common statistical analysis tools for both orga-
nizers and participants in order to allow the com-
parison of the experiments;����������������
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• common tools for summarizing, producing re-
ports and graphs on the measured performances
and conducted analyses;

• common eXtensible Markup Language (XML)
format for exchanging data between organizers
and participants.

DIRECT was successfully adopted during the
CLEF 2005 campaign. It was used by nearly 30 par-
ticipants spread over 15 different nations, who submit-
ted more than 530 experiments; then 15 assessors as-
sessed more than 160,000 documents in seven differ-
ent languages, including Russian and Bulgarian which
do not have a latin alphabet. During the CLEF 2006
campaign, it has been used by nearly 75 participants
spread over 25 different nations, who have submit-
ted around 570 experiments; 40 assessors assessed
more than 198,500 documents in nine different lan-
guages. DIRECT was then used for producing re-
ports and overview graphs about the submitted exper-
iments [14].

DIRECT has been developed by using the Java14

programming language, which ensures great portabil-
ity of the system across different platforms. We used
the PostgreSQL15 DataBase Management System
(DBMS) for performing the actual storage of the data.
Finally, all kinds of UI in DIRECT are Web-based in-
terfaces, which make the service easily accessible to
end-users without the need of installing any kind of
software. These interfaces have been developed by us-
ing the Apache STRUTS16 framework, an open-source
framework for developing Web applications.

Figure 4 shows the user interface for the manage-
ment of the submitted experiments by the participant.

Figure 5 shows the user interface offered to the as-
sessor for making the relevance assessments.

Finally, figure 6 shows some of the performance
measurements and descriptive statistics available to
the participants.

6 Conclusions

This study has addressed the methodology currently
adopted for the experimental evaluation in the IR field,
and it has proposed to extend it including a proper
management, curation, archiving, and enrichment of
the scientific data that are produced while conducting
an experimental evaluation in the context of an evalu-
ation campaign.

We have discussed several possible ways of extend-
ing the current methodology, and to positively con-
tribute to an organic and systematic extension of it,
we have presented a conceptual model and an effec-
tive architecture for developing an innovative software

14http://java.sun.com/
15http://www.postgresql.org/
16http://struts.apache.org/

infrastructure to support the course of an evaluation
campaign. The prototype DIRECT, that implements
both the conceptual model and the architecture, has
been introduced. DIRECT has shown to be robust in
its use during CLEF 2005 and 2006 evaluation cam-
paigns. On the basis of the experience gained, we are
enhancing the proposed conceptual model and archi-
tecture, in order to further enrich both the model and
the prototype to widen the support to researchers that
are going to participate in the next CLEF 2007 cam-
paign.
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