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Abstract

In this paper we discuss our results from the 2006
NTCIR-6 CLQA task, subtasks 2a and 2b. We describe
our language independent, data-driven approach to
Japanese language question answering and our new
document retrieval and answer projection method
which resulted in a small performance gain in com-
parison to earlier approaches. Using this method, we
achieve a formal run score of 0.17 for the top answer
with document support for subtask 2b. We achieve a
less favorable score of 0.03 for the top answer for the
cross language subtask 2a, however we attribute this
primarily to deficiencies in third-party MT software
utilized for translation. We argue that these results fur-
ther validate our current approach to QA.
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1 Introduction
In this paper we discuss our results from the

2006 NTCIR-6 CLQA task, subtasks 2a and 2b, and
briefly describe our language independent, data-driven
approach to Japanese language question answering
(QA). We also include a short comparison of our
new Lucene-based IR system with our former Akechi-
based approach.

The model we use for Japanese language QA is
identical to the one we have now applied successfully
to English language QA on the TREC tasks [10], and
to English, French, and Spanish language QA on the
CLEF tasks [13]. This model employs a novel statis-
tical framework which is entirely data-driven and uses
no morphological information as in for example [1, 7],
or NE-tagging as in [1] and it does not perform any
analysis of the question or of the target data as in [8].
Our system however, relies on some notion of a word

as the basic modeling unit. Therefore we use Chasen
2.3.3 associated with the IPADIC 2.7.0 [6] dictionary
but without ignore any of the morphological analysis
that the system provides, for all segmentation related
to training. Segmentation for IR however, was done in
two different ways depending on the retrieval system
and run, and is described below in Section 3.2.

Instead of linguistic information, our system is ini-
tially trained using n-gram statistics from a large ex-
ample corpus of questions and corresponding answers
(q-and-a). Answers to new questions are then ex-
tracted using statistical information obtained during
the training process.

In the past we employed the Akechi system [2] for
document retrieval, however this year we tested a new
approach, based on the open source Lucene project [4]
which achieved slightly better results. We outline this
in Section 3.2.

Our top run for subtask 2b, (Japanese-Japanese),
which achieved a score of 0.17 for the top answer
with support, compares favorably with other submis-
sions. Although our top run for subtask 2a, (English-
Japanese), resulted in a less favorable score of 0.03,
all other participants suffered similar relative drops in
performance on the cross language tasks. In our case
this was primarily due to using freely available web-
based MT services to automatically translate English
questions into Japanese.

The remainder of this paper is structured as follows.
In Section 2 we outline our statistical classification
approach to QA which is described more extensively
in [10]. In Section 3 we describe the experimental
setup and present the results obtained from NTCIR-
6 CLQA task, subtasks 2a and 2b. In Section 4 we
discuss the results and conclude in Section 5.

2 QA as Statistical Classification

The answer to a question depends on numerous dif-
ferent factors including the identities of the people in-
volved, their immediate environmental and social con-�����
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text, and previously asked questions. These and other
similar contextual variables are clearly relevant in real-
world situations, however they are very difficult to
model and also to test in an off-line mode, such as that
presented by NTCIR, CLEF and TREC evaluations.
Therefore, we limit ourselves to modeling the most
straightforward and obvious dependence: the proba-
bility of an answer A dependending on a question Q

P (A | Q) = P (A | W, X), (1)

where A and Q are considered to be a string of
lA words A = a1, . . . , alA and lQ words Q =
q1, . . . , qlQ , respectively. Here W = w1, . . . , wlW

represents a set of features describing the “question-
type” part of Q such as when, why, how, etc., while
X = x1, . . . , xlX represents a set of features that de-
scribe the “information-bearing” part of Q i.e. what
the question is actually about and what it refers to. For
example, in the questions, Who is the oldest person in
the world? and How old is the oldest person in the
world? the question-types who and how old differ,
while the information-bearing component, the oldest
person in the world, does not change.

Finding the best answer Â involves a search over all
available A for the one which maximises the probabil-
ity of the above model i.e.,

Â = arg max
A

P (A | W, X). (2)

Given the correct probability distribution this is
guaranteed to give us the optimal answer in a maxi-
mum likelihood sense. We don’t know this distribu-
tion, and it is still difficult to model but, using Bayes’
rule and making various simplifying, modeling and
conditional independence assumptions (as described
in detail in [10, 11, 12]) Equation (2) can be rearranged
to give

argmax
A

P (A | X)︸ ︷︷ ︸
retrieval

model

· P (W | A)︸ ︷︷ ︸
filter

model

. (3)

The P (A | X) model is essentially a statistical lan-
guage model that models the probability of an answer
sequence A given a set of information-bearing features
X . We call this model the retrieval model and do not
examine it further (see [10, 11, 12] for more details).

The P (W | A) model matches a potential answer A

with features in the question-type set W . For example,
it relates place names with where-type questions. In
general, there are many valid and equiprobable A for
a given W so this component can only re-rank candi-
date answers obtained by the retrieval model. We call
this component the filter model, and it is structured as
follows.

The question-type feature set W = w1, . . . , wlW is
constructed by extracting n-tuples (n = 1, 2, . . .) such

as Where, In what and When were from the input ques-
tion Q. A set of |VW | = 2522 single-word features is
extracted based on frequency of occurrence in our col-
lection of example questions.

Modeling the complex relationship between W and
A directly is non-trivial. We therefore introduce an
intermediate variable representing classes of example
questions-and-answers (q-and-a) ce for e = 1 . . . |CE |
drawn from the set CE . In order to construct these
classes, given a set E of example q-and-a, we then de-
fine a mapping function f : E �→ CE which maps
each example q-and-a tj for j = 1 . . . |E| into a par-
ticular class f(tj) = e. Thus each class ce may be
defined as the union of all component q-and-a features
from each tj satisfying f(tj) = e. Finally, to facilitate
modeling we say that W is conditionally independent
of ce given A so that,

P (W | A) =
|CE|∑
e=1

P (W | ce
W )P (ce

A | A), (4)

where ce
W and ce

A refer respectively to the subsets of
question-type features and example answers for the
class ce.

The system using the model given by Equation (4)
is referred to as model TWO. Model ONE which is
described in [10] uses a slightly different derivation,
however only systems based on model TWO were
used in the official evaluations described in this paper.

3 Experimental Setup

In order to train the filter model for the system
we use |CE | = 268, 531 example q-and-a from the
5TAKU quiz data [9] where each entry is composed of
one question and five candidate answers e.g., 室町幕
府の最後の将軍はだれ / 足利義昭, 徳川家茂, 徳川
家康, 徳川慶喜, 徳川家斉. Each class contains one
unique question and one of its corresponding answers.
We extract a set of |VW | = 125 single-word features
from the most frequently occurring words in questions
from the 5TAKU quiz data1.

Finally, for the cross-language English-Japanese
subtask, we rely on Google Translate [5] to automat-
ically translate the English questions into Japanese.
These translations are then fed as-is to our Japanese
language QA system without any further processing.

3.1 Data sources

We use two different data sources for extracting an-
swers: (1) the Mainichi Shimbun (1998-1999) news-
paper corpus (mai) that was the official resource for
both the NTCIR-3 QAC-1 task and this year’s NTCIR-
6 CLQA task, and (2) the top 300 Google documents
corresponding to the question, which are downloaded

1This experimental setup is identical to that from [12].�����
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Run Retreival System Top1

E-J-01 Akechi+mai 0.02
E-J-02 Akechi+mai+web 0.03
E-J-03 Lucene+mai 0.03

J-J-01 Akechi+mai 0.16
J-J-02 Akechi+mai+web 0.13
J-J-03 Lucene+mai 0.17

Table 1. Percentage correct answers in the Top1 po-
sition on six formal runs for NTCIR-6 CLQA track,
subtasks 2a and 2b using 5000 mai documents.

at runtime (web). For each formal run one of mai, or
mai+web was used.

3.2 Document retrieval

For document retrieval purposes we prepared two
separate retrieval systems, Akechi-2.0.1b [2], and
a modified version of the java-based open source
text search engine library Lucene [4] which we
equipped with a character-based segmenter. For
each subtask we submitted one run each, using
Akechi+mai, Akechi+mai+web, or Lucene+mai.
Where Akechi+mai was combined with web data,
Akechi was not used to index the web data, rather the
method described in [10] was used to combine results
from the two sources.

Our modified version of Lucene segments Japanese
script into only character n-grams, numbers, and space
delimited romaji words. The resulting segmented data
is then indexed as unigrams, bigrams, and trigrams.
For retrieval purposes questions are segmented accord-
ing to the same rules and each n-gram is treated as an
individual query term, and every document containing
at least one query term is considered a “hit”. Rank is
determined by the sum of the individual tf*idf scores
for all query terms found in a particular document.

3.3 NTCIR-6 CLQA formal runs

We participated in two subtasks for the NTCIR-
6 CLQA task, the English-Japanese subtask 2a, and
the Japanese-Japanese subtask 2b. We submitted three
runs for each of these subtasks, resulting in a total of
six formal run submissions. The individual runs for
each subtask differed only in terms of the retrieval sys-
tem used, as described above. The results for all six
runs are displayed in Table 1 which shows the results
from all six of our submissions. E-J-01, E-J-02, and
E-J-03 represent the results for subtask 2a, while J-J-
01, J-J-02, and J-J-03 represent the results for subtask
2b. The “Retrieval System” column specifies which
retrieval system was used for a particular run.

4 Discussion

As can be seen in Table 1 we achieve our best score
for the Japanese-Japanese task on run J-J-03, using the

modified Lucene retrieval system with the mai corpus.
This result is slightly better than the runs using either
Akechi with the mai corpus, or Akechi+mai+web
combination. Furthermore, although our best result
on the English-Japanese subtask is considerably lower
than any of our scores on the Japanese-Japanese sub-
task, our Lucene-based retrieval system still outper-
forms the Akechi only system. This performance dif-
ference on retrieval may be due in part to the fact that
Akechi uses “word” based segmentation from Chasen,
while our modified version of Lucene performs seg-
mentation and indexing only on character n-grams,
numbers and space delimited romaji words.

In order to confirm this hypothesis it would be
necessary to further modify Lucene to perform word
based segmentation, however there is some anecdotal
evidence supporting the claim that character n-gram
based indexing gives improved retrieval for longer
queries [3].

It is interesting, and somewhat disappointing to
note that the Akechi+mai+web combination achieved
a lower score than Akechi+mai alone. In past experi-
ments [10] we have never found a point at which per-
formance deteriorates after a certain number of docu-
ments. Therefore, we suspect that the problem lies in
the method used to combine the web and Akechi+mai
results.

System performance on the Japanese-Japanese sub-
task, with a best run score of 0.17 for the top answer
with support, was quite good. This score places us in
the mid-range of all the participating systems, and also
agrees favorably with those achieved on English in the
TREC evaluations [10], and on English, Spanish and
French in the CLEF evaluations [13].

Performance on the English-Japanese subtask, with
a best run score of 0.03 for the top answer with sup-
port, was somewhat disappointing. This was due in
large part to the decision to use freely available on-
line web translation services to handle translation of
the English questions into Japanese. No other addi-
tional processing was applied to the translated queries,
and performance suffered as a result. This score also
placed us at the bottom of the submissions for the
English-Japanese cross language subtask.

Table 2 shows a breakdown by answer type, for cor-
rect answers on our best run on subtask 2b, run J-J-03.
QType refers to the answer type for a given question,
Qnum denotes the number of questions of this type in-
cluded in the question set, 1st denotes the number of
correct first-place answers for the question type, SErr
refers to the number of answers marked wrong for
segmentation errors, where an “answer segmentation
error” refers to an inexact answer which either lacks
necessary information or contains superfluous infor-
mation.

It is easy to see that we obtain our best results on
the “location” and “organization” types, while system�����
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QType Qnum 1st SErr Top1

Artifact 20 6 0 0.30
Date 31 5 5 0.16

Location 31 9 3 0.29
Money 13 1 2 0.08
Numex 20 3 0 0.15

Organization 20 5 0 0.25
Percent 15 1 2 0.08
Person 35 4 6 0.11
Time 15 0 0 0.00

Table 2. Typological breakdown for correct answers
on subtask 2b, run J-J-03.

performance on number-like types ranges from 0.00
for “time” to 0.16 for “date”. Low performance on the
“time” type appears to be the result of time oriented
questions being misinterpreted as “location” types. Of
the 15 time-related questions such as, “阪神大震災発
生時刻は何時でしたか？”, twelve of the corresponding
answers were “location” types with the answer to the
preceding example given as “兵庫県”. Misinterpreta-
tion of “time” type questions is most likely the result of
a filter model error. Variation in system performance
on other number-like types more likely reflects differ-
ences in the number of such questions in the test set,
rather than anything specific to a particular type.

It is also interesting to note that, although perfor-
mance on the “person” type was in the mid-range,
there were six instances where a correct answer was
found but marked wrong for a segmentation error. If
these answers had been properly segmented, perfor-
mance on the “person” category would increase to
0.29. Furthermore, if both unsupported answers and
all segmentation errors are allowed, the overall top an-
swer score for formal run J-J-03 rises to 0.28.

5 Conclusion

In this paper we have described our data-driven and
non-linguistic approach to Japanese language QA, and
also described our results on the NTCIR-6 CLQA sub-
tasks 2a and 2b. We have now applied and tested this
approach under evaluation conditions with English,
Japanese, Spanish and French, and achieved roughly
comparable accuracy levels in all languages. Our
best run performance on the CLQA Japanese-Japanese
subtask compared favorably with that of other partici-
pating systems, however performance on the cross lan-
guage subtask was significantly worse.

The performance loss on the cross language sub-
task was largely due to the use of web based MT tools,
thus in the future we may consider employing other
techniques such as keyword lookup, on cross language
exercises.

Our document retrieval system, based on the open
source text search engine library Lucene, achieved a

small improvement over the Akechi system we em-
ployed previously. This may be due to the charac-
ter n-gram segmentation and indexing approach we
used. In future we plan to test this hypothesis, and also
to further investigate why the results which included
web data were poorer than those obtained using only
Mainichi shimbun data.

Finally, as mentioned our current approach is en-
tirely data-driven, however this introduces some diffi-
cult problems with answer typing, as illustrated by our
poor performance on “time” type questions. A demon-
stration of the system supporting English, Japanese,
Spanish, French, Chinese, Russian and Swedish can
be found online at http://asked.jp/ .
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