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ABSTRACT
Searching for health advice on the web is becoming increasingly
common. Because of the great importance of this activity for pa-
tients and clinicians and the effect that incorrect information may
have on health outcomes, it is critical to present relevant and valu-
able information to a searcher. Previous evaluation campaigns on
health information retrieval (IR) have provided benchmarks that
have been widely used to improve health IR and record these im-
provements. However, in general these benchmarks have targeted
the specialised information needs of physicians and other health-
care workers. In this paper, we describe the development of a new
collection for evaluation of effectiveness in IR seeking to satisfy the
health information needs of patients. Our methodology features a
novel way to create statements of patients’ information needs using
realistic short queries associated with patient discharge summaries,
which provide details of patient disorders. We adopt a scenario
where the patient then creates a query to seek information relating
to these disorders. Thus, discharge summaries provide us with a
means to create contextually driven search statements, since they
may include details on the stage of the disease, family history etc.
The collection will be used for the first time as part of the ShARe/-
CLEF 2013 eHealth Evaluation Lab, which focuses on natural lan-
guage processing and IR for clinical care.
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1. INTRODUCTION
Searching for health advice is a common and important task per-

formed by individuals on the web. Nearly seventy per cent of search
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engine users in the US have conducted a web search for informa-
tion about a specific disease or health problem [3]. While health
information retrieval (IR) is often considered as a domain-specific
task [4], it is performed by a large variety of users, including var-
ious healthcare workers, but also, and increasingly commonly, by
laypeople (e.g., patients and their relatives). This variety of po-
tential information seekers, each characterised by different health
knowledge, implies a broad range of information needs, and conse-
quently a requirement for retrieval systems able to satisfy the health
information needs of different categories of users.

The growing importance of health IR has provided the motiva-
tion for a number of evaluation campaigns focusing on health in-
formation. For example, the TREC Medical Records Tracks of the
Text REtrieval Conference aim at identifying patient cohorts from
medical reports to recruit for user studies [14]. In this task, top-
ics include a particular disease/condition set and a particular treat-
ment/intervention set; demographics or other characteristics may
also be part of the topics (e.g., age group and hospitalisation sta-
tus). Moreover, the ImageCLEFmed Tracks of the CLEF Initiative
(Conference and Labs of the Evaluation Forum, formerly known as
Cross-Language Evaluation Forum) have created resources for the
evaluation of image search in online resources or biomedical jour-
nal articles [7, 9]. However, while addressing different information
needs (e.g., finding similar clinical cases vs. journal papers), these
previous campaigns have targeted specific groups of users with ex-
pert health knowledge (e.g., clinicians and health researchers).

Previous research has considered the information needs of indi-
viduals seeking health advice on the web, but these studies mainly
analysed query logs from large commercial search engines [15]. To
the best of our knowledge, no evaluation campaign has considered
the information needs that patients may have regarding their health
conditions and provided resources for evaluating IR systems for
this task. Such lack of attention to this task arises, at least partially,
due to the complexity of assessing the information needs: laypeo-
ple that search for health information on the web have very var-
ied profiles, and their queries and searching time tend to be much
shorter than those considered in past health IR benchmarks [1, 13].

In this paper, we describe a new evaluation collection for IR and
novel methods to generate contextualised statements of patient in-
formation needs. These are based on realistic short query state-
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ments created in the context of patient discharge summaries. The
discharge summaries can be considered as a description of the con-
text in which the patient has been diagnosed with a given disorder
and has written a query. The collection will be used for the first
time for benchmarking as part of the ShARe/CLEF 2013 eHealth
Evaluation Lab1 (CLEFeHealth 2013), a three-task benchmarking
activity coordinated by Shared Annotated Resources and CLEF that
focuses on natural language processing (NLP) and IR for clinical
care. The first two tasks of CLEFeHealth 2013aim at identify-
ing disorders and expanding shorthands in anonymised discharge
summaries (which are given to patients after hospitalisation). The
third task focuses on IR methods with the aim to provide a pa-
tient with useful information related to their disorders as notified
to them on a discharge summary provided to them after a clinical
incident. A set of realistic patient queries is generated by health-
care professionals, and a collection of a broad range of medical
documents is made available for search by the EU-FP7 Khresmoi
project2. The discharge summaries originate from the de-identified
MIMIC-II database3 (Multiparameter Intelligent Monitoring in In-
tensive Care, Version 2.5).

This rest of this paper is organised as follows: Section 2 outlines
the main evaluation campaigns on health IR. Section 3 describes
the creation of the CLEFeHealth 2013dataset, that is, the document
collection, query generation, and relevance assessment. Section 4
introduces the result sets and their evaluation. and Section 5 con-
cludes the paper.

2. BACKGROUND AND RELATED WORK
OHSUMED, published in 1994, was the first collection con-

taining medical data used for IR evaluation [6]. The collection
contained around 350,000 abstracts from medical journals on the
MEDLINE database over a period of five years and two sets of
topics: a manually created one and one based on the controlled vo-
cabulary thesaurus of the Medical Subject Headings4 (MeSH). The
collection was created for the TREC 2000 Filtering Track but also
used for other research on health IR [2, 8].

The TREC Genomics Track, which ran between 2003 and 2007,
investigated IR systems on biomedical genomics data [10]. This
included tasks ranging from ad-hoc retrieval to document categori-
sation, passage retrieval, and entity-based question-answering. The
test collection contained publications from medical journals and
clinical reports related to genes and genomics.

The ImageCLEFmed Track on medical image retrieval, which
ran between 2003 and 2013, provided several tasks supporting eval-
uation of medical image search [7, 9]. This included tasks on
language-independent methods for the automatic annotation of im-
ages with concepts; multimodal IR based on the combination of
visual and textual features; and multilingual image retrieval meth-
ods. The medical task in ImageCLEF concentrated on access to
biomedical images in the literature and on the web. Several chal-
lenges of automatic image analysis were tackled in this benchmark
by a sometimes large variety of participating research groups.

The TREC Medical Records Track ran in 2011 and 2012 [14].
This task was based on a collection of de-identified medical records,
queries that resembled eligibility criteria of clinical studies, and as-
sociated relevance judgements. Records were grouped into visits,
corresponding to a patient admission in the hospital; visits ranged

1https://sites.google.com/site/
shareclefehealth/
2http://www.khresmoi.eu
3http://mimic.physionet.org
4http://www.ncbi.nlm.nih.gov/mesh

in length from a few hours to in excess of a year. The goal of the
track was to find patient cohorts that are relevant to the criteria for
recruitment as populations in comparative effectiveness studies.

Recently, NTCIR (NII Test Collection for IR Systems) launched
a new campaign, called MedNLP, which aims to extract specific
information from Japanese medical reports, written by physicians
about imaginary patients5. This includes two identification tasks
(i.e., personal health information (e.g., name or gender) and com-
plaints or diagnoses) and a “free task”, where participants are in-
vited to submit practical or creative solutions to other tasks.

In summary, these previous campaigns have provided resources
for evaluating various health IR techniques, aiming to support physi-
cians and other healthcare workers. Examples include identifying
patient cohorts, searching medical images, and coding diagnoses.
However, to date evaluation campaigns have not considered the
information needs that laypeople may have regarding their health
conditions nor provided resources for evaluating IR systems which
seek to meet these needs. The lack of these resources is motivated
by several factors. First, it is much more difficult to target the ver-
satile information needs of laypeople than those of a community of
practice such as healthcare workers due to differences in, for exam-
ple, their health knowledge and computer skills. Second, laypeople
represent a much wider and more heterogeneous subject popula-
tion than the populations focused on in other campaigns: patients
and their relatives may have different interests, different abilities
to interpret health information, and different health profiles. For
example, diabetes patients may have more health knowledge on
this chronic disease than patients with short-term diseases, and di-
abetic children will most likely wish to retrieve different types of
information than their parents. Third, queries posed by patients are
usually very short and often ambiguous or obscure [1], as opposed
to, for example, the queries based on eligibility criteria considered
by TREC Medical Records Track. This leads to ambiguous de-
scriptions of information needs. However, finding documents that
solve these information needs of laypeople is critical because of the
effect incorrect information may have on health outcomes.

3. RESOURCE GENERATION
The goal of CLEFeHealth 2013is to evaluate systems that sup-

port laypeople in searching for and understanding their health in-
formation. CLEFeHealth 2013comprises three tasks. The specific
use case that is considered is as follows. Before leaving hospital,
a patient receives a discharge summary. This describes the diag-
nosis and the treatment that they received in hospital. The first
task considered in CLEFeHealth 2013aims at extracting names of
disorders from the discharge summaries, while the second task re-
quires normalisation and expansion of abbreviations and acronyms
present in the discharge summaries. The use case then postulates
that, given the discharge summaries and the diagnosed disorders,
patients often have questions regarding their health condition. The
goal of the third task is to provide valuable and relevant documents
to patients, so as to satisfy their health-related information need.
To evaluate systems that tackle this third task, we provide poten-
tial patient queries and a document collection containing various
health and biomedical documents for task participants to create
their search system. As is common in evaluation of IR, the test
collection consists of documents, queries, and corresponding rele-
vance judgements.

3.1 Document Set

5http://mednlp.jp/medistj-en
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A large web crawl of health resources is used as the corpus for
this task. The crawl contains about one million documents, which
have been made available to CLEFeHealth 2013through the Khres-
moi project [5]. This collection consists of web pages covering
a broad range of health topics, targeted at both the general pub-
lic and healthcare professionals. These domains consist predom-
inantly of health and medicine websites that have been certified
by the Health on the Net (HON) Foundation6 as adhering to the
HONcode principles7 (appr. 60–70% of the collection), as well as
other commonly used health and medicine websites such as Drug-
bank8, Diagnosia9 and Trip Answers10. The crawled documents
are provided in the dataset in their raw HTML format along with
their uniform resource locators (URL). The dataset is made avail-
able for download on the web to registered participants on a secure
password-protected server.

3.2 Query Set
The queries used in the task aim to model those used by laypeo-

ple (i.e., patients, their relatives or other representatives) to find
out more about their disorders, once they have examined a dis-
charge summary. The discharge summaries used for the task origi-
nate from the de-identified clinical free-text notes of the MIMIC
II database, Version 2.5. Disorders have been identified within
discharge summaries and linked to the matching UMLS (Unified
Medical Language System) concept. Previous evaluation tasks in
health IR have used MeSH entries (the MeSH ontology is contained
in the UMLS meta-ontology) as queries (see Section 2). How-
ever, the queries considered by the task presented here are intended
to be representative of real patients’ information needs and state-
ments. Thus the possibility of issuing concept-queries is discarded.
Layperson queries tend to be short, with an average length less than
two words. However, different patients will have different infor-
mation needs associated with the same query statement. For ex-
ample, a patient that receives a cancer diagnosis for the first time
would have a different information need than a patient at a termi-
nal cancer stage. This type of contextual information related to the
patient history is contained in the discharge summary. Thus, the
discharge summaries can be used for contextually focused genera-
tion of queries. The information in a discharge summary can then
be used to determine the relevance of retrieved information to this
specific user.

Discharge summaries are semi-structured reports with the fol-
lowing appearance:

Admiss ion Date : [∗∗2014−03−28∗∗]
D i s c h a r g e Date : [∗∗2014−04−08∗∗]
Date o f B i r t h : [∗∗1930−09−21∗∗]
Sex : F
S e r v i c e : CARDIOTHORACIC
A l l e r g i e s :

P a t i e n t r e c o r d e d as h a v i ng No Known A l l e r g i e s t o Drugs

A t t e n d i n g : [∗∗ A t t e n d i n g I n f o 565∗∗]
C h i e f Compla in t : Ches t p a i n
Major S u r g i c a l o r I n v a s i v e P r o c e d u r e :

Coronary a r t e r y by pa s s g r a f t 4 .
H i s t o r y o f P r e s e n t I l l n e s s :

83 year−o l d woman , p a t i e n t o f Dr . [∗∗ F i r s t Name4
( NamePat te rn1 ) ∗∗] [∗∗ L a s t Name ( NamePat te rn1 ) 5005∗∗ ] ,
Dr . [∗∗ F i r s t Name ( S T i t l e ) 5804∗∗] [∗∗Name ( S T i t l e )
2275∗∗ ] , w i th i n c r e a s e d SOB wi th a c t i v i t y , l e f t s h o u l d e r
b l a d e / back p a i n a t r e s t , + MIBI , r e f e r r e d f o r c a r d i a c

6http://www.healthonnet.org
7http://www.hon.ch/HONcode/Patients-Conduct.
html
8http://www.drugbank.ca
9http://www.diagnosia.com

10http://www.tripanswers.org

c a t h . Th i s p l e a s a n t 83 year−o l d p a t i e n t n o t e s becoming
SOB when wa lk ing up h i l l s o r i n c l i n e s a b o u t one y e a r
ago . Th i s SOB has p r o g r e s s i v e l y worsened and she i s now
SOB when wa lk ing [∗∗01−19∗∗] c i t y b l o c k ( f l a t s u r f a c e ) .

[ . . . ]

P a s t Medica l H i s t o r y :
a r t h r i t i s ; c a r p a l t u n n e l ; s h i n g l e s r i g h t arm 2000 ;
needs r i g h t knee r e p l a c e m e n t ; l e f t knee r e p l a c e m e n t
i n [∗∗2010∗∗ ] ; t h y r o i d e c t o m y 1978 ; c h o l e c y s t e c t o m y
[∗∗1981∗∗ ] ; h y s t e r e c t o m y 2001 ; h / o LGIB 2000−2001
a f t e r t a k i n g baby ASA; 81 QOD

[ . . . ]

A query is generated for a given disorder and a discharge sum-
mary. To better structure the query generation process, patients’
information needs have been grouped into three main scenarios:

1. the patient has a short-term disease, or has been hospitalised
after an accident (little to no knowledge of the disorder, short-
term treatment),

2. the patient has a chronic disease or a long-term disease that
has just been diagnosed (little to no knowledge of the disor-
der, long-term treatment), and

3. the patient has a chronic or long-term disease, and this is the
n-th diagnosis (potentially good knowledge of the disorder,
long-term treatment).

Queries to be used in this task have been created by experts
(each expert was a registered nurse and clinical documentation re-
searcher) involved in the CLEFeHealth 2013consortium. This so-
lution has been chosen in place of recruiting patients because of
the issues involved with recruitment and privacy. We believe that,
being on a daily basis in contact with patients receiving treatments
and discharge summaries, nurses are familiar with patients infor-
mation needs and patient profiles.

65 disorders have been randomly selected from the set of 1,006
disorders identified in the CLEFeHealth 2013Task 1. For each dis-
order, a discharge summary containing the disorder itself has been
randomly selected. Using the pairs of disorder and associated dis-
charge summary, the experts have developed a set of patient queries
(and criteria for judging the relevance of documents to the queries,
for use in the relevance assessment task described in the next sec-
tion). Queries are given following the standard TREC format, con-
sisting of a topic title (text of the query), description (longer de-
scription of what the query means), and a narrative (expected con-
tent of the relevant documents). The following example outlines a
query:

<query >
< t i t l e > t h r o m b o c y t o p e n i a t r e a t m e n t c o r t i c o s t e r o i d s

l e n g t h </ t i t l e >
<desc > How long s h o u l d be t h e c o r t i c o s t e r o i d s t r e a t m e n t

t o c u r e t h r o m b o c y t o p e n i a ? </ desc >
< n a r r > Documents s h o u l d c o n t a i n i n f o r m a t i o n a b o u t

t r e a t m e n t s o f t h r o m b o c y t o p e n i a , and e s p e c i a l l y
c o r t i c o s t e r o i d s . I t s h o u l d d e s c r i b e t h e t r e a t m e n t ,
i t s d u r a t i o n and how t h e d i s e a s e i s c u r e d u s i n g i t .
< s c e n a r i o > The p a t i e n t has a s h o r t−t e rm d i s e a s e , o r

has been h o s p i t a l i s e d a f t e r an a c c i d e n t ( l i t t l e t o
no knowledge of t h e d i s o r d e r , s h o r t−t e rm t r e a t m e n t )

</ s c e n a r i o >
< p r o f i l e > P r o f e s s i o n a l f e m a l e </ p r o f i l e >

</ n a r r >
</ query >

With this approach, five training and fifty test queries have been
generated for use in the task. 65 disorders have been selected (i.e.
more than the targeted number of queries) because some disorders/-
queries may not be answerable using web pages from the document
collection. During the query generation process, the experts man-
ually removed disorders from the list of 65 that do not allow for
realistic query generation. A real log containing queries issued by
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the general public on the HON website has also been used to ex-
clude candidate queries which are unrealistic of the type of query
that a patient would typically enter. For each query, an IR system
that implements a standard BM25 weighting scheme [11] was used
to retrieve a shallow pool of documents. This has been used to as-
sess whether a standard retrieval system could match at least one
relevant document to a candidate query. Queries with no relevant
documents retrieved in the shallow pool have been removed.

4. RESULT SET AND EVALUATION
To allow task participants to develop effective systems, a set of

five training queries with related relevance assessments has been
distributed together with the corpus. Relevance assessments for
these queries were formed based on pooled sets generated using
the Vector Space Model [12] and Okapi BM25 [11]. Pooled sets
were created generated by merging the top 30 ranked documents
returned by the two retrieval models and removing duplicates.

Documents in the pooled result sets have been rated as relevant or
irrelevant to the queries by the aforementioned experts using details
of document relevance given in the narrative field of each query
topic. The relevance of each document was assessed by one expert.

Relevance assessments on the test queries will be conducted after
the task participants have submitted their runs. Each participant is
required to submit a baseline run that does not incorporate any ad-
vanced techniques (e.g., sophisticated annotation, query expansion,
etc. techniques), and can submit up to three additional runs gener-
ated using the discharge summaries associated with the queries, and
up to three runs using a techniques of their choice.

Different methods to generate pooled result sets will be consid-
ered, depending on the number of submissions and the diversity
of the retrieval results. Methods include, for example, pooling the
baseline and top ranked runs submitted by task participants. Gener-
ated pooled result sets will be assessed by the experts. The standard
trec_eval 11 tool will be used to determine the effectiveness of sub-
mitted runs. It is anticipated that the standard evaluation metrics
of mean average precision (MAP) and precision at ten (P@10) will
be used for this task. Precision at high rank is anticipated to be the
measure of most interest to real users.

5. CONCLUDING REMARKS
This paper has described the creation of an evaluation collec-

tion for health IR which represents the first effort of producing a
benchmarking resource for evaluating systems to support laypeo-
ple seeking health advice and information on the web in connec-
tion with medical records. The principles used to create a realistic
set of queries were also described. These queries were created by
healthcare professionals from a set of disorders and discharge sum-
maries. Along with documents and queries, the collection provides
a training set of relevance assessments, also developed by health-
care professionals.

This collection is part of the ShARe/CLEF eHealth Evaluation
Lab, which is running for the first time in 2013 with three tasks.
We anticipate that the outcomes of this task will provide insights
on how the collection and evaluation methods can be improved for
future evaluation campaigns. We hope that this benchmark will
foster research in IR that targets patients’ information needs.
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