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Introduction
• 1CLICK-2 Task[1]: retrieve relevant information Units instead of 
relevant documents
• Hunter Gatherer System
 DeepQA framework[2] for vital string ranking
 ILP[3] or MMR[4] for  summarization

Evidence Gatherer
• Input: Candidate Set
• Output: Candidate Scores
• Method:

a) Gather evidence
– build Indri Query from the original query and candidate
– Evaluate the query and get top ranked passages and scores

a) Score candidates based on evidences

Candidate Hunter

• Input: Query String
• Output: Vital String Candidates
• Method

a) Query Parsing and Evaluation (main search)
– Detect named entities
– Build Indri query
– Evaluate query to get top ranked passages

b) Candidate Identification: identify candidates from top ranked 
passages

– Tokens
– Named entity
– “key information” extractor learnt from Wikipedia infobox and 

article text with CRF model
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Summarizer: Organizing Candidates

Whitney 
Houston Death

Candidate 
Hunter

1963           Bathtub  
January 11       

actress      drug                
death

Beverly Hilton Hotel
2012          California 

…

Evidence 
Gatherer

1. Death  5817.2 
2. 2012  4132.1
3. January 11 4005.6
4. Drug 3816.4
.
.
.

Summarizer
On February 11, 2012, 
Houston was found 
dead in  suite 434 at the 
Beverly Hilton Hotel …

Corpus 
Index

Query Vital string candidates

Candidate scores

Final result

e.g. 
Query = “Whitney Houston death”, “Whitney Houston” is a 
named entity
Indri Query = #combine[passage120:50](#1(Whitney 
Houston) death)

Main search Evidence search

• Input: Candidate Scores
• Output: Constraint length of text containing most relevant 
candidates
• Method:

– MMR (Maximal Marginal Relevance) iterative algorithm to select 
sentences

– score sum of candidates in a sentence as the relevant score
– Jaccard distance of bigrams between sentences as redundancy 
score

– ILP (Integer Linear Programming)
– Objective function: score sum of candidates in the selected 
sentences
– Constraint: the length of sentences is smaller than value k.

Evaluation

• Run 1. Hunter (candidate = tokens + NEs) + Gatherer + 
Summarizer (MMR) 
• Run 3. Hunter (candidate = tokens + NEs + learnt extractor output) 
+ Gatherer + Summarizer (MMR)
• Run 4. Hunter (candidate = tokens + NEs) + Gatherer + 
Summarizer (ILP)

Table. Evaluation Results for  Desktop Mandatory Runs

• Run 4 performs best in desktop mandatory runs without explicit 
distinction between query types.

– the summarizer component is very important for 1CLICK task.
• Perform especially better for QA task (30% better than the second 
best desktop mandatory run)  
• Minor improvement by introducing learnt extractor on person type 
queries
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