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What is the 1CLICK Task? �



Suppose that … �

¤ Finding answers for a question  
“what’s the difference between PDP and LCD?”	




In the "ten-blue-link" paradigm �
Enter query 

Click SEARCH button 

Scan ranked list of URLs 

Click URL 

Read URL contents 

Get all desired information 

More than one clicks needed before being satisfied	




This is “One Click Access” �

1CLICK ACCESS SYSTEM	

differences between PDP and LCD	


Search	


LCD is better in terms of 
the weight, size and 
energy saving. 
 
PDP shows a better 
black color, a faster 
response speed, and a 
wider view angle. 



One Click Access 
=  

Immediate 
+ 

Direct 
Information Access	




One Click Access �

Enter query 

Click SEARCH button 

Get all desired information 

Go beyond the "ten-blue-link" paradigm, and tackle 
information retrieval rather than document retrieval	


Phone: 046-223-3636. 
Fax: 046-223-3630. 
Address: 118-1 Nurumizu, 
Atsugi, 243-8551. Email: 
soumu@shonan-atsugi.jp. 
Visiting hours: general 
ward Mon-Fri 15-20; 
Sat&Holidays 13-20 / 
Intensive Care Unit (ICU) 
11-11:30, 15:30, 
19-19:30.	


Task:  
Given a search query, return  
a single textual output (X-string) 

The system outputs  X-string	




Evaluation of 1CLICK Systems �

¤ Manual/automatic matching between  
the X-string and nuggets 

 

¤ Systems are required to present  
more important information earlier 

Phone: 046-223-3636. Fax: 046-223-3630. 
Address: 118-1 Nurumizu, Atsugi, 243-8551. 
Email: soumu@shonan-atsugi.jp. 	


•  Phone number: 046-223-3636 
•  Fax number: 046-223-3630 
•  Address: 118-1 Nurumizu, Atsugi 

Nuggets 
a sentence relevant to the information  
need for a query 

X-string	




Evaluation Metrics for 1CLICK�

¤ Unlike nugget precision/recall, S‐measure 
(position‐aware weighted recall) says (a)<(b).  
T‐measure (a kind of precision) says (b)>(c).  
S# (official evaluation metric) combines S and T 

(a)	
 (b)	
 (c)	




1CLICK Challenges �

¤ For participants 
¤ Multi-document summarization for a given query 
¤ Precise estimation of the nugget importance 

¤  Not binary but graded importance 

¤ Readability of X-strings 

¤ For organizers 
¤ Efficient nugget construction 
¤ Flexible, feasible, and consistent nugget matching 
¤ Appropriate evaluation metrics	




The 1CLICK-2 Task �



1CLICK-2 Task Structure �

Queries	
Documents	


Participants	


S# scores	
Matched positions	


Runs	


Crawled	


iUnits (J)	
 Vital strings (E)	


Units for matching	


Nuggets	




Main tasks (English + Japanese) 

¤ Given a search query,  
return a X-string (a single textual output) 

¤ Options 
¤ Device types (the length limit for X-strings) 

¤  DESKTOP: 1,000/500 characters for English/Japanese 
¤  MOBILE: 280/140 characters for English/Japanese 

¤ Source types  
(from which X-strings must be generated) 
¤  MANDATORY: only distributed documents 
¤  ORACLE: only distributed documents with an “ORACLE” list 
¤  OPEN: any resources 



Query Classification Subtask (English + Japanese) 

¤ Given a search query, return the query type 
¤ For componentized evaluation 

“michael jackson death” 
“sylvester stallone” 

“robert kennedy cuba” 
“ichiro suzuki” 

“atlanta airport” 

“kyoto hot springs” 
“parkinsons disease” 

“why is the sky blue?” 

Queries	

ARTIST	

ACTOR	


POLITICIAN	

ATHLETE	

FACILITY	


GEO	

DEFINITION	


QA	


Query types	


Classifier	




1CLICK-2 Task Structure �

Queries	
Documents	


Participants	


S# scores	
Matched positions	


Runs	


Crawled	


Units for matching	


Nuggets	


iUnits (J)	
 Vital strings (E)	




Queries�

¤ 8 query types used 
 (for which the user's information need can be satisfied by the 
search results page) 

CELEBRITY	


FACILITY	


DEFINITION	

QA	


ARTIST	

ACTOR	


POLITICIAN	

ATHLETE	

FACILITY	


GEO	

DEFINITION	


QA	


1CLICK-1	
 1CLICK-2	

“michael jackson death” 
“sylvester stallone” 

“robert kennedy cuba” 
“ichiro suzuki” 

“atlanta airport” 

“kyoto hot springs” 
“parkinsons disease” 

“why is the sky blue?” 

Examples	


Based on [Li et al., SIGIR09]	




1CLICK-2 Task Structure �

Queries	
Documents	


Participants	


S# scores	
Matched positions	


Runs	


Crawled	


Units for matching	


Nuggets	


Nugget Extraction	


iUnits (J)	
 Vital strings (E)	




Nugget Extraction�

¤ Nugget: a sentence relevant to a given query 
¤ e.g. For query “ichiro suzuki”, 

¤ In Japanese 1CLICK-2, organizers worked very 
hard to collect all possible nuggets in advance	


Ichiro is a professional baseball outfielder who is 
currently with the New York Yankees	
Nugget	


Very time-consuming process 



Semi-automatic Nugget Extraction�

¤ Was applied to English 1CLICK-2 

¤ Mutual, iterative reinforcement between 
nuggets and documents 

Refer to our SIGIR 2013 paper to see the performance: 
Ekstrand-Abueg, M., Pavlu, V., Kato, M.P., Sakai, T., Yamamoto, T., Iwata, M.: Exploring Semi-Automatic 
Nugget Extraction for Japanese One Click Access Evaluation, ACM SIGIR 2013, to appear, July 2013.	




Nugget Extractor�

Will have a DEMO on DAY-4 (6/21)	




1CLICK-2 Task Structure �

Queries	
Documents	


Participants	


S# scores	
Matched positions	


Runs	


Crawled	


Units for matching	


Nuggets	


iUnits (J)	
 Vital strings (E)	




Problems in 1CLICK-1 X-string-Nugget Matching �

¤ Granularity problem 

¤ Importance problem	


Phone: 046-223-3636. Fax: 046-223-3630. 
Address: 243-8551.  
Email: soumu@shonan-atsugi.jp. 	


•  Phone number: 046-223-3636 
•  Fax number: 046-223-3630 
•  Address: 118-1 Nurumizu, Atsugi, 243-8551 

Nuggets 

X-string	

Match?	


Her main work includes “I Will Always Love You”, "Lover for 
Life”, and “How Will I Know”. 

Nugget 

What’s the score?	


Very famous	
 Less famous	




Breaking Nuggets into Finer-grained Units �

Nuggets 
“Murray tried to revive Jackson for ten minutes,  

at which point he realized he needed to call for help.”	


ID	
 iUnits	
 vital string	
 w	
 dep	


1	
 Murray tried to revive Jackson   Murray tried to 
revive 3 

2	
 Murray tried to revive Jackson for ten minutes  ten minutes  4 1	


3	
 Murray realized he needed to call help realized he needed 
to call help 1 1	


Relevant, Atomic, and Dependent 
Information pieces 	


Minimally adequate 
natural language 

expression 



1CLICK-2 Task Structure �

Queries	
Documents	


Participants	


S# scores	
Matched positions	


Runs	


Crawled	


Units for matching	


Nuggets	


Matching	


iUnits (J)	
 Vital strings (E)	




Semi-automatic Matching �

Automatic matching 

Manual matching 



1CLICK-2 Task Structure �

Queries	
Documents	


Participants	


S# scores	
Matched positions	


Runs	


Crawled	


Units for matching	


Nuggets	


S#-measure 
computation	


iUnits (J)	
 Vital strings (E)	




S, T, and S#-measure �

X-string	


iUnit	
 iUnit	


iUnit	
 iUnit	


S-measure	


S = 1
Z

w(i)d(i)
i∈M
∑

d(i) =max(0,L −offset(i))
discounts the iUnit (or VS)  
weight based on its offset	


w: weight, Z: normalization factor 

X-string	


iUnit	
 iUnit	


iUnit	
 iUnit	


T-measure	


T = % of matched text  	


S#-measure 
The harmonic mean of S 
and T (official evaluation 

metric in 1CLICK-2)	




1CLICK-2 Task Structure �

Queries	
Documents	


Participants	


S# scores	
Matched positions	


Runs	


Crawled	


Units for matching	


Nuggets	


iUnits (J)	
 Vital strings (E)	




Participants �

team name	
MAIN	
 QC	
 organization	

HUKB	
 0	
 2	
 Hokkaido University	

KUIDL	
 4	
 2	
 Kyoto University	

MSRA	
 4	
 1	
 Microsoft Research Asia	

NUTKS	
 0	
 6	
 Nagaoka University of Technology	

TTOKU	
 3	
 0	
 Tokyo Institute of Technology	


team name	
 MAIN	
 QC	
 organization	

KUIDL	
 4	
 2	
 Kyoto University	

NSTDB	
 6	
 0	
 Nara Institute of Science and Technology	

NUIR	
 8	
 0	
 Northeastern University, USA	

udem	
 4	
 0	
 University of Montreal	


ut	
 2	
 2	
 University of Twente	


English (5 teams, 28 runs)	


Japanese (5 teams, 22 runs)	




Results �



DESKTOP (1,000 chars) runs in English 1CLICK-2 �
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(a) Desktop summaries.
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(b) Mobile summaries.

Figure 5: English Subtask: S! score averaged across ALL queries, broken down by summary type.

to read text while looking for certain facts, such as people
previously employed as analysts.

• Missing proper matches. Besides fatigue and interest in the
topic, a good reason for missing a match is that the match is
not complete, so the assessor has to make an internal determi-
nation on whether the text in the summary is “close enough”
to match the iUnit. Other reasons include words that match
in a secondary meaning (unfamiliar to the assessor), or un-
familiarity with certain English constructs (some of our as-
sessor were not native English speakers). As a solution, bet-
ter/previously trained assessors would do a better job.

• The task was harder than traditional document relevance
judgment. Not surprisingly, the assessor effort (extrac-
tion and matching) was significantly harder than expressing
graded opinion on documents, and in some cases random de-
cisions were made in lack of better options. A possible rem-
edy is to have multiple assessors perform the extraction and
the matching, and to look for consensus through debate when
in disagreement.

6.3 Official Results of Japanese Subtasks
Table 10 shows the official mean S!, S, T -measure, and

weighted recall performances over 100 Japanese queries for the
submitted runs except MANUAL runs. The column I indicates that
the score was computed based on the intersection between sets of
iUnit matches by two assessors, while U indicates that the score
was computed based on the union between sets of iUnit matches
by two assessors. The offset of iUnit matches is defined as the
minimum offset of iUnit matches by two assessors in both of the
cases. The runs are ranked by the mean S!-measure with I. Figure
9 visualizes the official mean S!-measure performances (L = 500)
shown in Table 10.
Table 11 shows the official mean S!-measure performances per

query type, and Figures 10 and 11 visualize the performances
shown in the table.
It can be observed that the three “ORG” runs are the overall top

performers in Table 10. These are actually simple baseline runs
submitted by the organizers’ team: ORG-J-D-MAND-1 is a DESK-
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Figure 9: Japanese Subtask: Mean S!-measure performances
over 100 queries (L = 500). The x axis represents runs sorted
by Mean S! with the intersection iUnit match data.

TOP mandatory run that outputs a concatenation of search engine
snippets from the baseline search results; ORG-J-D-MAND-2 is
a DESKTOP mandatory run that outputs the first sentences of a
top-ranked Wikipedia article found in the baseline search results;
ORG-J-D-ORCL-3 is similar to ORGs-J-D-MAND-1 but uses the
sources of iUnits instead of the search results (an oracle run). These
three runs significantly outperform the other runs, and are signifi-
cantly indistinguishable from one another: Table 12 shows p-values
two-sided randomized Tukey’s HSD in terms of S!-measure perfor-
mances over 100 Japanese queries (L = 500).
Moreover, Table 11 shows that these baseline runs outperform all

participating runs with the four celebrity query types (i.e. ARTIST,
ACTOR, POLITICIAN, and ATHLETE) as well as DEFINITION,
while they are not as effective for FACILITY, GEO and QA.
Table 13 shows mean S!, S, T -measure, and weighted recall per-

formances over the 73 queries for all runs including the MANUAL
ones. Figure 12 shows the mean S!-measure (L = 500) shown in
the table. Recall that MANUAL runs generated X-strings only for
those 73 queries. Table 14 and its graphs drawn in Figures 13 and
14 show the per-query performances over the 73 queries. It can be
observed that three of the four MANUAL runs far outperform the
submitted automatic runs. These three runs are statistically signifi-

Search engine’s  
top-ranked result 
snippet baseline	


The first 
sentences in 

Wikipedia 
baseline	


udem’s run	

Another 

Wikipedia-based 
baseline	


Recall that MANDATORY 
runs must be generated 

from a distributed 
document collection	


E	




DESKTOP (1,000 chars) runs in English 1CLICK-2 �
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(a) Desktop summaries.
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(b) Mobile summaries.

Figure 5: English Subtask: S! score averaged across ALL queries, broken down by summary type.

to read text while looking for certain facts, such as people
previously employed as analysts.

• Missing proper matches. Besides fatigue and interest in the
topic, a good reason for missing a match is that the match is
not complete, so the assessor has to make an internal determi-
nation on whether the text in the summary is “close enough”
to match the iUnit. Other reasons include words that match
in a secondary meaning (unfamiliar to the assessor), or un-
familiarity with certain English constructs (some of our as-
sessor were not native English speakers). As a solution, bet-
ter/previously trained assessors would do a better job.

• The task was harder than traditional document relevance
judgment. Not surprisingly, the assessor effort (extrac-
tion and matching) was significantly harder than expressing
graded opinion on documents, and in some cases random de-
cisions were made in lack of better options. A possible rem-
edy is to have multiple assessors perform the extraction and
the matching, and to look for consensus through debate when
in disagreement.

6.3 Official Results of Japanese Subtasks
Table 10 shows the official mean S!, S, T -measure, and

weighted recall performances over 100 Japanese queries for the
submitted runs except MANUAL runs. The column I indicates that
the score was computed based on the intersection between sets of
iUnit matches by two assessors, while U indicates that the score
was computed based on the union between sets of iUnit matches
by two assessors. The offset of iUnit matches is defined as the
minimum offset of iUnit matches by two assessors in both of the
cases. The runs are ranked by the mean S!-measure with I. Figure
9 visualizes the official mean S!-measure performances (L = 500)
shown in Table 10.
Table 11 shows the official mean S!-measure performances per

query type, and Figures 10 and 11 visualize the performances
shown in the table.
It can be observed that the three “ORG” runs are the overall top

performers in Table 10. These are actually simple baseline runs
submitted by the organizers’ team: ORG-J-D-MAND-1 is a DESK-
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Figure 9: Japanese Subtask: Mean S!-measure performances
over 100 queries (L = 500). The x axis represents runs sorted
by Mean S! with the intersection iUnit match data.

TOP mandatory run that outputs a concatenation of search engine
snippets from the baseline search results; ORG-J-D-MAND-2 is
a DESKTOP mandatory run that outputs the first sentences of a
top-ranked Wikipedia article found in the baseline search results;
ORG-J-D-ORCL-3 is similar to ORGs-J-D-MAND-1 but uses the
sources of iUnits instead of the search results (an oracle run). These
three runs significantly outperform the other runs, and are signifi-
cantly indistinguishable from one another: Table 12 shows p-values
two-sided randomized Tukey’s HSD in terms of S!-measure perfor-
mances over 100 Japanese queries (L = 500).
Moreover, Table 11 shows that these baseline runs outperform all

participating runs with the four celebrity query types (i.e. ARTIST,
ACTOR, POLITICIAN, and ATHLETE) as well as DEFINITION,
while they are not as effective for FACILITY, GEO and QA.
Table 13 shows mean S!, S, T -measure, and weighted recall per-

formances over the 73 queries for all runs including the MANUAL
ones. Figure 12 shows the mean S!-measure (L = 500) shown in
the table. Recall that MANUAL runs generated X-strings only for
those 73 queries. Table 14 and its graphs drawn in Figures 13 and
14 show the per-query performances over the 73 queries. It can be
observed that three of the four MANUAL runs far outperform the
submitted automatic runs. These three runs are statistically signifi-

ut’s run	

Snippets in 
ORACLE list 

baseline	

ut’s run	


KUIDL’s run	


E	




Runs in Japanese 1CLICK-2 �

0 

0.1 
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Recall that MANDATORY 
runs must be generated 

from a distributed 
document collection	


Top-ranked 
snippet and 

Wikipedia-based 
Baselines	


TTOKU’s MOBILE 
ORACLE run	

KUIDL’s DESKTOP 

OPEN run	

MSRA’s DESKTOP 
MANDATORY run	


J	




Too Strong Baselines? �



Per-query-type Analysis in English 1CLICK-2 �

Table 7: 1CLICK-2 runs submitted to English Main tasks. The run name is of a format “<team>-<lang>-<device>-<source>-
<priority>”.
run name SYSDESC field (line 1 of the run file)
KUIDL-E-D-MAND-5 IE based on HTML structure & Web search snippet summarization
KUIDL-E-D-OPEN-6 Web-search-based query classification & IE based on HTML structure &Web search snippet summarization
KUIDL-E-M-MAND-7 IE based on HTML structure & Web search snippet summarization
KUIDL-E-M-OPEN-8 Web-search-based query classification & IE based on HTML structure &Web search snippet summarization
NSTDB-E-D-MAND-1 EF: extracting non-overlapped elements in a document by element-score-order (INEX’s Focused task in Ad

hoc track)
NSTDB-E-D-MAND-2 ER: extracting non-overlapped elements with grouped by document (INEX’s Relevant in context task in Ad

hoc track)
NSTDB-E-D-MAND-3 DR: extracting non-overlapped elements with grouped by document and ordered by documents’ score

(INEX’s Relevant in context task in Ad hoc track)
NSTDB-E-D-MAND-4 EB: extracting only one element per document by element-score-order (INEX’s Best in Context task in Ad

hoc track)
NSTDB-E-D-MAND-5 DB: extracting only one element per document by document-score-order (INEX’s Best in Context task in

Ad hoc track)
NSTDB-E-M-MAND-6 mobileEF: extracting non-overlapped elements in a document by element-score-order for mobile (INEX’s

Focused task in Ad hoc track)
NUIR-E-D-MAND-1 Concatenates snippets from top documents.
NUIR-E-M-MAND-2 Concatenates snippets from top documents.
NUIR-E-D-MAND-3 Takes first string of text from first Wikipedia document.
NUIR-E-M-MAND-4 Takes first string of text from first Wikipedia document.
NUIR-E-D-MAND-5 Takes wikipedia text with query terms.
NUIR-E-M-MAND-6 Takes wikipedia text with query terms.
NUIR-E-D-MAND-7 Pseudo-relevance document feedback and mutual nugget-document reinforcement.
NUIR-E-M-MAND-8 Pseudo-relevance document feedback and mutual nugget-document reinforcement.
udem-E-D-MAND-1 ILP Hunter-Gatherer – desktop
udem-E-M-MAND-2 ILP Hunter-Gatherer – mobile
udem-E-D-MAND-3 “wiki based pattern extraction + learning nugget weight + ILP” – desktop
udem-E-D-MAND-4 Basic Hunter-Gatherer – desktop
ut-E-D-OPEN-1 API-based Information Extraction System without partial matching
ut-E-D-OPEN-2 API-based Information Extraction System with partial matching
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Figure 6: English Subtask: S! score for all sys-
tems averaged across each query Meta-category.
CELEBRITY={ACTOR,ATHLETE,ARTIST,POLITICIAN};
LOCATION={GEO,FACILITY}; PRECISE ={DEFINI-
TION,QA}.

which to deliver the content to users to minimize reading time.

6.2.2 Analysis
We want to make the evaluation a matter of system quality, and

not of any other factors. Unfortunately, large other factors con-
tributed to noise in the evaluation results, most prominently asses-
sor quality.
Some systems are better at CELEBRITY queries, while other

systems are better at non-CELEBRITY queries. For example, the
ut-E-D-OPEN runs clearly do better at CELEBRITY queries, pos-
sibly because they are somewhat based on entities. Our baseline
systems do better at overall coverage (non-CELEBRITY) because
they are based on Wikipedia paragraphs.

Readability.
Text Readability is certainly an issue for the assessors, indepen-

dent of the actual information on the summaries. Especially with
many systems and queries, it is indeed quite possible that correct
information in summaries was not matched with the appropriate
nugget. Here is such example of a not-so-readable summary:

"Events and tenants": "Preceded
byNone"], ["Pacific": "American Airlines
Center Âů HP Pavilion Âů Honda Center
Âů Jobing.com Arena Âů Staples Center"],
["Broke ground": "April 29, 1993"],
["Culture": "Celtics parquet floor Celtic
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Figure 2: Mean S!-measure performances (L = 500) at
1CLICK-2. The x axis represents runs sorted by Mean S! with
the intersection iUnit match data.

3. OFFICIAL RESULTS AND DISCUSSIONS
Figure 2 shows the official mean S!-measure performances (L =

500) of runs submitted to the 1CLICK-2 Japanese subtask. The
x axis represents run names sorted by mean S!. Figure 3 breaks
down Figure 2 by showing similar results per query type. For the
four CELEBRITY query types, we also show graphs for specialised
and non-specialised queries separately. Hereafter, we shall discuss
statistical significance based on a randomised version of Tukey’s
Honestly Significant Differences (HSD) test [1] at α = 0.05.

3.1 Performances of Baselines
It can be observed that the three “ORG” runs are the overall top

performers in Figure 2. These are actually simple baseline runs
submitted by the organisers’ team: ORG-J-D-MAND-1 is a DESK-
TOP mandatory run that outputs a concatenation of search engine
snippets from the baseline search results; ORG-J-D-MAND-2 is
a DESKTOP mandatory run that outputs the first sentences of a
top-ranked Wikipedia article found in the baseline search results;
ORG-J-D-ORCL-3 is similar to ORGs-J-D-MAND-1 but uses the
sources of iUnits instead of the search results (an oracle run). These
three runs significantly outperform the other runs, and are signif-
icantly indistinguishable from one another. Moreover, Figure 3
shows that these baseline runs outperform all participating runs
with the four CELEBRITY query types as well as DEFINITION,
while they are not as effective for FACILITY, GEO and QA. Fur-
thermore, the graphs for CELEBRITY (where the runs have been
sorted by the mean S! over all CELEBRITY queries) reveals that
while the baseline runs are effective for the non-specialised queries,
they are not necessarily so for the specialised ones. Recall that
specialised CELEBRITY queries seek specific information about
a celebrity such as “michael jackson death.” Also, note that FA-
CILITY, GEO and QA queries also seek specific information, e.g.
contact information of restaurants, sentences that directly answer
the natural language questions, and so on.

In summary, the above results suggest that, while simple snippet-
based and Wikipedia-based approaches are effective for “lookup”
type queries (e.g. celebrity names and definitions), more sophis-
ticated techniques are required to satisfy the user for other query
types (e.g. queries that look for specific information).

3.2 Estimating Performance Upperbounds
We now address the following question: Given the 1CLICK eval-

uation framework, what is the performance upperbound?. To this
end, we hired four subjects and asked them to manually create an

0

0.1

0.2

0.3

0.4

0.5

S#
-m

ea
su

re

CELEBRITY (ARTIST, ACTOR,
POLITICIAN, ATHLETE)
Specialised

Non-specialised

0

0.1

0.2

0.3

0.4

0.5

S#
-m

ea
su

re

FACILITY

0

0.1

0.2

0.3

0.4

0.5

S#
-m

ea
su

re

GEO

0

0.1

0.2

0.3

0.4

0.5

S#
-m

ea
su

re

DEFINITION

0

0.1

0.2

0.3

0.4

0.5

S#
-m

ea
su

re

QA

Figure 3: Mean S!-measure performances (L = 500) for each
query type at 1CLICK-2. The x axis represents runs sorted by
Mean S! with the intersection iUnit match data.

X-string for 73 queries from the official query set7. They were al-
lowed to use any resources to formulate the X-strings: these four
MANUAL runs are therefore open runs, and were manually as-
sessed together with the submitted runs.

7We could not obtain manual X-string for the remaining 27 queries
as the query set had not been finalised at that time.
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Summary of Findings �

¤ Overall 
¤ Baselines outperformed participants’ runs 
¤ ut is the second best in English 1CLICK-2 

¤ ARTIST, ACTOR, POLITICIAN, and ATHLETE 
¤ Top performer: Baselines 

¤ FACILITY and LOCATION 
¤ Top performer: KUIDL and TTOKU 

¤ DEFINITION and QA 
¤ Top performer: TTOKU 



Possible Problems �

¤ Readability problem 
¤ Assessor matching mistakes are more probable on 

crabbed X-strings than readable ones (e.g. our 
simple baselines)  

 

¤ Wikipedia-is-enough problem 
¤ For single-term queries, the first sentences from a 

Wikipedia article are effective enough 
¤ While specified queries such as “michael jackson 

death” require a summary from multiple documents 

["Year": "Producer(s)*"], ["Instruments": 
"Vocals, piano"], ["1996": "Jagged Little 
Pill"], ["1998": "Daniel Lanois"], ["Title”:	


Life and career 1963–1976: Early life 
Whitney Houston was born in what was 
then a middle-income neighborhood in	
VS	




Query Classification Subtask Results�

¤ 0.85+ accuracy achieved (by NUTKS&KUIDL) 
¤ DIFFICULT: DEFINITION type 
¤ EASY: CELEBRITY types (ARTIST, ACTOR, etc.)	
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Summary and Future work �



Summary �

¤ 1CLICK is immediate and direct information access that 
focuses more on information retrieval 

¤ Several new features in 1CLICK-2 
¤  A new subtask 
¤  Semi-automatic nugget extraction 
¤  Finer-grained units for matching 
¤  Semi-automatic matching between X-strings and VSs 

¤ Results 
¤  Opportunity for big improvement 
¤  Some runs show good performances for some query types 
¤  Readability problem for both participants and organizers	
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Figure 4: Comparison between MANUAL and submitted runs
in terms of mean S!-measure (L = 500) over 73 queries. The
x axis represents runs sorted by Mean S! with the intersection
iUnit match data.

Figure 4 shows the mean S!-measure (L = 500) over the 73
queries for all runs including the MANUAL ones. It can be ob-
served that three of the four MANUAL runs far outperform the
submitted automatic runs: these three runs are statistically signifi-
cantly better than the other runs, and are statistically indistinguish-
able from one another. These results suggest that there are a lot of
challenges for advancing the state-of-the-art of 1CLICK systems:
a highly effective 1CLICK system needs to (a) find the right docu-
ments; (b) extract the right pieces from information from the doc-
uments; and (c) synthesise the extracted information to form an
understandable text. It should also be noted that S! does not di-
rectly take into account the readability of text: in fact, all of the
runs were evaluated also in terms of readability (how easy it is for
the user to read and understand the text), and the MANUAL runs
outperformed the submitted runs in terms of this criterion as well.

In summary, the comparison with the MANUAL runs shows that
our task setting is challenging, and that there is a lot of room for
improvement for the automatic 1CLICK systems. We hope that the
future rounds of the 1CLICK task will help close the performance
gap.

3.3 Robustness of Evaluation Metrics
Evaluating 1CLICK systems requires much manpower: for the

1CLICK-2 task, the organisers manually extracted over 6,000 iU-
nits for the 100 queries in advance, and further added some new
iUnits based on assessors’ feedback. In this section we address the
following questions: Do we need to try to find iUnits for a query
exhaustively? What happens to the system ranking if the sets of iU-
nits were substantially incomplete? To this end, we follow a prac-
tice from document retrieval evaluation for examining the effect of
incomplete relevance assessments (e.g. [4]): we randomly down-
sample from the official sets of iUnits and examine the changes in
the system ranking in terms of Kendall’s tau rank correlation.

Figure 5 shows the effect of downsampling the iUnits on the sys-
tem ranking for three of our evaluation metrics. It can be observed,
for example, that even if we only have 50% samples of the offi-
cial iUnit sets, the Kendall’s tau between the original system rank-
ing and the new ranking is around 0.90 (about seven pairs of runs
swapped) or higher for both S! and weighted recall. Even with 10%
samples, the tau is above 0.80. These results suggest that our eval-
uation framework is fairly robust to the incompleteness of iUnits.

Since even randomly downsampled iUnits yield relatively reli-
able evaluation results, exploring (semi)automatic approaches to
iUnit extraction seems worthwhile. As we have mentioned earlier,
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Figure 5: Reduction rate (x axis) vs. Kendall’s rank correlation
to the ranking based on a full iUnit set (y axis).

we are actually investigating how iUnit extraction and matching
can be semi-automated.

4. FUTURE DIRECTIONS
One Click Access is an ambitious task that aims to satisfy the

user immediately after he clicks the search button. Our analyses
with the official NTCIR-10 1CLICK-2 results showed that: (1)
Simple baseline methods that leverage search engine snippets or
Wikipedia are effective for “lookup” type queries but not necessar-
ily for other query types; (2) There is still a substantial gap between
manual and automatic runs; and (3) Our evaluation metrics are rel-
atively robust to the incompleteness of iUnits.

Our future work includes (a) Investigating the effect of removing
the “additional” iUnits (ones that were added after the run submis-
sions) and of “dependent” iUnits (those that are entailed by other
iUnits); (b) Semi-automating the iUnit extraction and matching
processes while ensuring their reliability; (c) User studies for in-
vestigating how our effectiveness metrics correlate with subjective
assessments; and (d) Evaluation with more realistic mobile infor-
mation needs that go beyond simple lookup (e.g. synthesising in-
formation from multiple sources).

5. ACKNOWLEDGEMENTS
We thank the NTCIR-10 1CLICK-2 participants for their effort

in producing the runs, and Lyn Zhu, Zeyong Xu, Yue Dai and
Sudong Chung for helping us access to the mobile query log.

This work has been supported in part by the project: Grants-in-
Aid for Scientific Research (No. 24240013) from MEXT of Japan.

6. REFERENCES
[1] B. Carterette. Multiple testing in statistical analysis of systems-based

information retrieval experiments. ACM TOIS, 30(1):4:1–4:34, 2012.
[2] M. Ekstrand-Abueg, V. Pavlu, M. P. Kato, T. Sakai, T. Yamamoto, and

M. Iwata. Exploring semi-automatic nugget extraction for japanese
one click access evaluation. In Proc. of ACM SIGIR 2013, to appear.

[3] J. Li, S. Huffman, and A. Tokuda. Good abandonment in mobile and
PC internet search. In Proc. of ACM SIGIR 2009, pages 43–50, 2009.

[4] T. Sakai and N. Kando. On information retrieval metrics designed for
evaluation with incomplete relevance assessments. Information
Retrieval, 11(5):447–470, 2008.

[5] T. Sakai and M. P. Kato. One click one revisited: Enhancing
evaluation based on information units. In Proc. of AIRS 2012 (LNCS
7675), pages 39–51, 2012.

[6] T. Sakai, M. P. Kato, and Y.-I. Song. Click the search button and be
happy: Evaluating direct and immediate information access. In Proc.
of ACM CIKM 2011, pages 621–630, 2011.

[7] T. Sakai, M. P. Kato, and Y.-I. Song. Overview of NTCIR-9 1CLICK.
In Proc. of NTCIR-9, pages 180–201, 2011.

Baseline wall	


Human intelligence wall	




Welcome You to 1CLICK Session on DAY-4 �
¤  TTOKU Summarization Based Systems at NTCIR-10 1CLICK-2 task 

¤  Tokyo Institute of Technology team: impressive QA performance 

¤  MSRA at NTCIR-10 1CLICK-2 
¤  Microsoft Research Asia team:  

top performer among Japanese MANDATORY runs 

¤  An API-based Search System for One Click Access to Information 
¤  University of Twente team: top performer in English 1CLICK-2 

¤  Hunter Gatherer: UdeM at 1CLICK-2 
¤  Université de Montréal team:  

top performer among English MANDATORY runs 

¤  XML Element Retrieval@1CLICK-2 
¤  Nara Institute of Science and Technology team:  

unique approach to 1CLICK	


Thank you!	






Specific vs. Unspecific�
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Semi-automatic 
Nugget Extraction�

¤  Iterative reinforcement between nuggets/documents 
¤  Document(s) selected based on matching high quallity 

nuggets 
¤  Document(s) assessed for binary relevance Rel/NRel 
¤  New Nuggets introduced = sentences from Rel documents 
¤  Nuggets updated quality 

¤  Rel docs matching a nugget increase nugget quality 
¤  NRel docs matching a nugget decrease nugget quality 
¤  Non-matching docs don’t affect nugget quality 

¤  Judge can review/assess nuggets directly 
¤  Judge can extract manually a nugget (different than a 

sentence from Rel docs) 



Readability Scores �
Table 16: Japanese Subtask: Mean of the sum of two assessors’ readability and trustworthiness scores.

run name readability trustworthiness
KUIDL-J-D-MAND-1.tsv -1.3 -1.48
KUIDL-J-D-OPEN-2.tsv -1.32 -1.27
KUIDL-J-M-MAND-3.tsv -1.23 -2.42
KUIDL-J-M-OPEN-4.tsv -1.67 -2.46
MANUAL-J-D-OPEN-1.tsv 0.92 1.08
MANUAL-J-D-OPEN-2.tsv 0.54 0.74
MANUAL-J-D-OPEN-3.tsv 0.92 0.96
MANUAL-J-D-OPEN-4.tsv 0.57 0.91
MSRA-J-D-MAND-1.tsv -1.43 -1.47
MSRA-J-D-MAND-2.tsv -1.8 -1.97
MSRA-J-D-MAND-3.tsv -1.89 -2.08
MSRA-J-D-MAND-4.tsv -2.14 -2.16
ORG-J-D-MAND-1.tsv -0.26 -0.13
ORG-J-D-MAND-2.tsv 1.5 0.82
ORG-J-D-ORCL-3.tsv -0.31 0.09
TTOKU-J-D-ORCL-2.tsv -2.35 -2.27
TTOKU-J-M-MAND-3.tsv -2.68 -3.23
TTOKU-J-M-ORCL-1.tsv -1.55 -2.28



Significant Test Result �

Table 11: Japanese Subtask: Mean per-query S!-measure over 100 Japanese queries (L = 500). Bold font indicates the highest
performance in each row.

run name ARTIST ACTOR POLITICIAN ATHLETE
I U I U I U I U

ORG-J-D-ORCL-3 0.263 0.361 0.293 0.389 0.317 0.383 0.306 0.336
ORG-J-D-MAND-2 0.365 0.417 0.291 0.370 0.273 0.320 0.378 0.449
ORG-J-D-MAND-1 0.307 0.376 0.279 0.378 0.241 0.330 0.298 0.352
TTOKU-J-M-ORCL-1 0.132 0.186 0.160 0.181 0.096 0.144 0.109 0.150
KUIDL-J-D-OPEN-2 0.107 0.163 0.130 0.217 0.124 0.178 0.230 0.278
KUIDL-J-M-OPEN-4 0.078 0.144 0.140 0.247 0.067 0.130 0.199 0.254
MSRA-J-D-MAND-1 0.149 0.195 0.165 0.226 0.138 0.161 0.150 0.254
KUIDL-J-M-MAND-3 0.121 0.149 0.150 0.237 0.036 0.150 0.171 0.187
KUIDL-J-D-MAND-1 0.100 0.167 0.115 0.175 0.056 0.111 0.173 0.213
MSRA-J-D-MAND-3 0.068 0.106 0.096 0.148 0.037 0.059 0.107 0.190
TTOKU-J-D-ORCL-2 0.076 0.155 0.133 0.202 0.098 0.149 0.081 0.111
MSRA-J-D-MAND-2 0.104 0.137 0.114 0.184 0.085 0.134 0.138 0.215
MSRA-J-D-MAND-4 0.068 0.151 0.069 0.122 0.029 0.065 0.042 0.125
TTOKU-J-M-MAND-3 0.019 0.078 0.071 0.106 0.043 0.076 0.017 0.076
run name FACILITY GEO DEFINITION QA

I U I U I U I U
ORG-J-D-ORCL-3 0.097 0.130 0.069 0.109 0.294 0.382 0.127 0.161
ORG-J-D-MAND-2 0.057 0.060 0.035 0.058 0.312 0.350 0.079 0.094
ORG-J-D-MAND-1 0.051 0.100 0.084 0.108 0.350 0.397 0.080 0.123
TTOKU-J-M-ORCL-1 0.060 0.105 0.177 0.198 0.036 0.050 0.223 0.233
KUIDL-J-D-OPEN-2 0.182 0.263 0.009 0.030 0.128 0.220 0.067 0.128
KUIDL-J-M-OPEN-4 0.224 0.296 0.013 0.060 0.154 0.213 0.051 0.114
MSRA-J-D-MAND-1 0.140 0.182 0.060 0.138 0.100 0.123 0.021 0.034
KUIDL-J-M-MAND-3 0.136 0.218 0.013 0.033 0.089 0.152 0.082 0.127
KUIDL-J-D-MAND-1 0.121 0.204 0.011 0.039 0.114 0.183 0.069 0.156
MSRA-J-D-MAND-3 0.143 0.175 0.054 0.090 0.116 0.183 0.026 0.037
TTOKU-J-D-ORCL-2 0.086 0.151 0.075 0.099 0.026 0.036 0.098 0.143
MSRA-J-D-MAND-2 0.089 0.151 0.029 0.063 0.072 0.111 0.018 0.023
MSRA-J-D-MAND-4 0.059 0.096 0.106 0.165 0.076 0.142 0.025 0.040
TTOKU-J-M-MAND-3 0.000 0.011 0.054 0.071 0.018 0.044 0.092 0.119

Table 12: Japanese Subtask: p-values of two-sided randomized Tukey’s HSD in terms of S!-measure performances over 100 Japanese
queries (L = 500). Bold font indicates p-values < α = 0.05.

KUIDL MSRA ORG TTOKU
1 2 3 4 1 2 3 4 1 2 3 1 2 3

KUIDL

1 0.997 1.000 0.998 1.000 1.000 1.000 0.969 0.000 0.000 0.000 0.952 1.000 0.378
2 1.000 1.000 1.000 0.749 0.909 0.254 0.007 0.002 0.001 1.000 0.909 0.010
3 1.000 1.000 1.000 1.000 0.910 0.000 0.000 0.000 0.987 1.000 0.245
4 1.000 0.810 0.943 0.311 0.005 0.001 0.001 1.000 0.942 0.017

MSRA

1 0.949 0.994 0.541 0.001 0.000 0.000 1.000 0.994 0.047
2 1.000 1.000 0.000 0.000 0.000 0.491 1.000 0.896
3 1.000 0.000 0.000 0.000 0.716 1.000 0.729
4 0.000 0.000 0.000 0.103 1.000 0.999

ORG
1 1.000 1.000 0.025 0.000 0.000
2 1.000 0.009 0.000 0.000
3 0.005 0.000 0.000

TTOKU
1 0.711 0.003
2 0.731
3



Disagreement across Assessors �
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(a) Desktop summaries.
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(b) Mobile summaries.

Figure 5: English Subtask: S! score averaged across ALL queries, broken down by summary type.

to read text while looking for certain facts, such as people
previously employed as analysts.

• Missing proper matches. Besides fatigue and interest in the
topic, a good reason for missing a match is that the match is
not complete, so the assessor has to make an internal determi-
nation on whether the text in the summary is “close enough”
to match the iUnit. Other reasons include words that match
in a secondary meaning (unfamiliar to the assessor), or un-
familiarity with certain English constructs (some of our as-
sessor were not native English speakers). As a solution, bet-
ter/previously trained assessors would do a better job.

• The task was harder than traditional document relevance
judgment. Not surprisingly, the assessor effort (extrac-
tion and matching) was significantly harder than expressing
graded opinion on documents, and in some cases random de-
cisions were made in lack of better options. A possible rem-
edy is to have multiple assessors perform the extraction and
the matching, and to look for consensus through debate when
in disagreement.

6.3 Official Results of Japanese Subtasks
Table 10 shows the official mean S!, S, T -measure, and

weighted recall performances over 100 Japanese queries for the
submitted runs except MANUAL runs. The column I indicates that
the score was computed based on the intersection between sets of
iUnit matches by two assessors, while U indicates that the score
was computed based on the union between sets of iUnit matches
by two assessors. The offset of iUnit matches is defined as the
minimum offset of iUnit matches by two assessors in both of the
cases. The runs are ranked by the mean S!-measure with I. Figure
9 visualizes the official mean S!-measure performances (L = 500)
shown in Table 10.
Table 11 shows the official mean S!-measure performances per

query type, and Figures 10 and 11 visualize the performances
shown in the table.
It can be observed that the three “ORG” runs are the overall top

performers in Table 10. These are actually simple baseline runs
submitted by the organizers’ team: ORG-J-D-MAND-1 is a DESK-
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Figure 9: Japanese Subtask: Mean S!-measure performances
over 100 queries (L = 500). The x axis represents runs sorted
by Mean S! with the intersection iUnit match data.

TOP mandatory run that outputs a concatenation of search engine
snippets from the baseline search results; ORG-J-D-MAND-2 is
a DESKTOP mandatory run that outputs the first sentences of a
top-ranked Wikipedia article found in the baseline search results;
ORG-J-D-ORCL-3 is similar to ORGs-J-D-MAND-1 but uses the
sources of iUnits instead of the search results (an oracle run). These
three runs significantly outperform the other runs, and are signifi-
cantly indistinguishable from one another: Table 12 shows p-values
two-sided randomized Tukey’s HSD in terms of S!-measure perfor-
mances over 100 Japanese queries (L = 500).
Moreover, Table 11 shows that these baseline runs outperform all

participating runs with the four celebrity query types (i.e. ARTIST,
ACTOR, POLITICIAN, and ATHLETE) as well as DEFINITION,
while they are not as effective for FACILITY, GEO and QA.
Table 13 shows mean S!, S, T -measure, and weighted recall per-

formances over the 73 queries for all runs including the MANUAL
ones. Figure 12 shows the mean S!-measure (L = 500) shown in
the table. Recall that MANUAL runs generated X-strings only for
those 73 queries. Table 14 and its graphs drawn in Figures 13 and
14 show the per-query performances over the 73 queries. It can be
observed that three of the four MANUAL runs far outperform the
submitted automatic runs. These three runs are statistically signifi-



Inter-rater Agreement �
Table 23: Japanese Subtask: Inter-rater agreement in terms
of Cohen’s kappa coefficient, mean absolute error (MAE), and
mean square error (MSE).

assessor pairs Kappa MAE MSE
a7 a1 0.782 10.4 2100
a1 a2 0.738 15.5 4030
a2 a3 0.717 5.32 896
a3 a4 0.755 3.87 901
a4 a5 0.743 6.01 1480
a5 a6 0.751 4.77 744
a6 a7 0.688 4.18 1110
a8 a9 0.818 4.07 620
a9 a10 0.770 5.46 599
a10 a11 0.704 6.41 863
a11 a8 0.753 4.61 731
average 0.747 6.41 1280

APPENDIX
A. QUERIES
Table 21 shows English queries, where overlap queries are in-

dicated by OVERLAP at the column “comment” and specified
queries are indicated by “SPEC” at the column “specific”. Note that
English query IDs are not continuous, as we selected 100 queries
from a bigger query pool.
Table 22 shows Japanese queries, where the column “com-

ment” indicates OVERLAP (queries that overlap with English
queries), INTENT2 (queries that overlap with NTCIR-10 IN-
TENT2 Japanese queries), INTENT2’ (queries that overlap with
NTCIR-10 INTENT2 Japanese queries but are slightly changed),
or YAHOO (queries that were derived from Yahoo! Chiebukuro7).

B. ASSESSMENT RELIABILITY
Table 23 shows inter-rater agreement in terms of Cohen’s kappa

coefficient, mean absolute error (MAE), and mean square er-
ror (MSE) for all the assessor pairs. We hired seven assessors
(a1 . . . a7) to evaluate submitted runs except MANUAL runs, and
four assessors (a8 . . . a11) for MANUAL runs.

C. QUERIES EXCLUDED IN MANUAL
RUNS

As we had generated MANUAL runs (MANUAL-J-D-
OPEN-1, MANUAL-J-D-OPEN-2, MANUAL-J-D-OPEN-3, and
MANUAL-J-D-OPEN-4) before the Japanese test queries were
fixed, theX-string of those runs is empty for the following queries:
1C2-J-0002, 1C2-J-0003, 1C2-J-0004, 1C2-J-0007, 1C2-J-0010,
1C2-J-0012, 1C2-J-0015, 1C2-J-0017, 1C2-J-0018, 1C2-J-0019,
1C2-J-0021, 1C2-J-0024, 1C2-J-0027, 1C2-J-0031, 1C2-J-0032,
1C2-J-0034, 1C2-J-0035, 1C2-J-0036, 1C2-J-0052, 1C2-J-0053,
1C2-J-0054, 1C2-J-0071, 1C2-J-0081, 1C2-J-0083, 1C2-J-0093,
1C2-J-0096, 1C2-J-0097.

7Japanese Yahoo! Answer. http://chiebukuro.yahoo.
co.jp/



Correlation across Utility, ROUGE, and S# with 
Manual/Automatic  Matching �

Utility VS ROUGE VS Man VS
CATEG ROUG Man Auto Man Auto Auto
ACTOR 0.68 0.58 0.56 0.35 0.34 0.93
ARTIS 0.59 0.53 0.53 0.24 0.32 0.82
ATHLE 0.49 0.49 0.52 0.20 0.17 0.85
POLIT 0.53 0.42 0.45 0.05 0.04 0.71
GEO 0.38 0.36 0.43 -0.05 0.00 0.70
FACIL 0.54 0.42 0.43 0.34 0.33 0.77
DEFIN 0.48 0.63 0.58 0.37 0.29 0.91
QA 0.67 0.51 0.43 0.39 0.28 0.83
ALLQ 0.59 0.62 0.58 0.26 0.18 0.89

Table 2: Pairwise comparisons of evaluation metrics used
for this task against utility as perceived by the assessors.
Values taken by averaging scores over each category and
comparing induced rankings via Kendall’s Tau. Man and
Auto are manual and automatic matches combined with the
S] evaluation metric.

document summarization.

6. READABILITY
Text Readability is certainly an issue for the assessors,

independent of the actual information on the summaries.
Especially with many systems and queries, it is indeed quite
possible that correct information in summaries was not matched
with the appropriate nugget. Here is an example of a not-
so-readable summary:

"Events and tenants": "Preceded byNone"], ["Pa-

cific": "American Airlines Center Âů HP Pavilion Âů

Honda Center Âů Jobing.com Arena Âů Staples Center"],

["Broke ground": "April 29, 1993"], ["Culture":

"Celtics parquet floor Celtic Pride Greatest game ever

played Tommy Points · · ·
Readability also explains why the baseline summaries scores

so high: the baselines implement simple ideas on Wikipedia
pages, and most of them consist of large chunks of Wikipedia
text, making them quite readable.

In order to quantify and evaluate readability, we integrate
this notion into our user study and evaluate possible modi-
fications to evaluation measures to approximate readability
and improve the correlation of the measures and perceived
utility.

6.1 Readability Methodology
Readability has been heavily studied in the context of

human-generated text and the di�culties in its comprehen-
sion due to word usage and general diction. While there
has been limited work in integrating readability into opti-
mization functions for computer-generated text, there has
been little work in analyzing the level of readability due to
incorrect usage of natural language, especially as done by
computers. One paper attempts to perform learning for a
readability score [17], but uses a limited set of features, and
does not analyze the relationship between readability and
utility.

To begin analyzing these e↵ects, we first perform a sim-
ple addition to our user study on utility of summaries, in
which we ask the assessor to wholistically rate the summary
on its readability using three grades: ”Junk” - the text is
unreadable or requires a su�cient amount of work to deter
the user from looking for meaining; ”Readable” - the text is

Utility VS Readability VS
CATEG Read-F-S] Read-S-S] Read-F Read-S
ACTOR 0.56 0.58 0.18 0.22
ARTIS 0.56 0.57 0.03 0.13
ATHLE 0.49 0.49 0.41 0.42
POLIT 0.31 0.33 -0.09 -0.13
GEO 0.28 0.27 0.26 0.27
FACIL 0.50 0.50 0.35 0.41
DEFIN 0.56 0.55 0.14 0.09
QA 0.53 0.50 -0.30 -0.17
ALLQ 0.54 0.53 0.16 0.15

Table 3: Kendall’s Tau pairwise comparisons of S] using
readability metrics versus Utility, and of only the readability
scores versus assesed Readability, all using rankings induced
by average scores over query categories.

readable, but does not look as though a human has created
it or is otherwise not mostly intelligible; ”Natural” - the text
looks as though it was written by a human and is intelligible
or mostly intelligible.
As a starting point, we use the most commonly accepted

notion of readability for human generated text, the Flesch-
Kincaid Reading Ease (FK) score [13, 18]. We create an-
other score, which we call READ-S, which is a slight modifi-
cation to the FK score, in which we also penalize for having a
large proportion of symbol (non-word) characters in a sum-
mary. This is indicative of sentences being spliced or data
being written in computer-friendly formats, both of which
were may play a part in hindering readability.
In a similar fashion to utility, we compare the readabil-

ity scores average across query categories to the computed
readability scores using our two metrics by examining the in-
duced rankings of summaries and computing Kendall’s Tau
to compare the lists. The results in Table 3 show that there
is almost no correlation between the traditional notions of
readability and the notions in this context, and that entirely
new models need to be defined for progress to be made in
assessing this important variable in generating summaries.
We then modify our evaluation metrics to include the no-

tion of readability, and evaluate the performance of this new
metric compared to our utility score. The correlation with
utility scores do not improve, as is shown in Table 3. This
shows that traditional notions of readability can not be sim-
ply modified to adapt to this scenario, and that more com-
plicated methods and combinations are required.

7. CONCLUSION
We analyze various evauation methodologies and metrics

for summarization evaluation and their correlation to a user
study on utility. We found a high correlation between the
manual matching and automatic matching, although to some
extent this is explained by the nature of our vital string ex-
traction procedure. We see that manual matches do outper-
form the automatic methods, although only slightly, and see
a disconnect between in-depth and holistic notions of utility.
One task for future work is to perform a more complicated

user study to more fully define what makes a summary use-
ful in terms of readability, position of information, quality
of information, and size of relevant text fragments. Addi-
tionally, we study readability, and determine that notions of
readability for human-generated text are insu�cient for as-



Correlation across Utility, Estimated Readability,  
and Readability�

Utility VS ROUGE VS Man VS
CATEG ROUG Man Auto Man Auto Auto
ACTOR 0.68 0.58 0.56 0.35 0.34 0.93
ARTIS 0.59 0.53 0.53 0.24 0.32 0.82
ATHLE 0.49 0.49 0.52 0.20 0.17 0.85
POLIT 0.53 0.42 0.45 0.05 0.04 0.71
GEO 0.38 0.36 0.43 -0.05 0.00 0.70
FACIL 0.54 0.42 0.43 0.34 0.33 0.77
DEFIN 0.48 0.63 0.58 0.37 0.29 0.91
QA 0.67 0.51 0.43 0.39 0.28 0.83
ALLQ 0.59 0.62 0.58 0.26 0.18 0.89

Table 2: Pairwise comparisons of evaluation metrics used
for this task against utility as perceived by the assessors.
Values taken by averaging scores over each category and
comparing induced rankings via Kendall’s Tau. Man and
Auto are manual and automatic matches combined with the
S] evaluation metric.

document summarization.

6. READABILITY
Text Readability is certainly an issue for the assessors,

independent of the actual information on the summaries.
Especially with many systems and queries, it is indeed quite
possible that correct information in summaries was not matched
with the appropriate nugget. Here is an example of a not-
so-readable summary:

"Events and tenants": "Preceded byNone"], ["Pa-

cific": "American Airlines Center Âů HP Pavilion Âů

Honda Center Âů Jobing.com Arena Âů Staples Center"],

["Broke ground": "April 29, 1993"], ["Culture":

"Celtics parquet floor Celtic Pride Greatest game ever

played Tommy Points · · ·
Readability also explains why the baseline summaries scores

so high: the baselines implement simple ideas on Wikipedia
pages, and most of them consist of large chunks of Wikipedia
text, making them quite readable.

In order to quantify and evaluate readability, we integrate
this notion into our user study and evaluate possible modi-
fications to evaluation measures to approximate readability
and improve the correlation of the measures and perceived
utility.

6.1 Readability Methodology
Readability has been heavily studied in the context of

human-generated text and the di�culties in its comprehen-
sion due to word usage and general diction. While there
has been limited work in integrating readability into opti-
mization functions for computer-generated text, there has
been little work in analyzing the level of readability due to
incorrect usage of natural language, especially as done by
computers. One paper attempts to perform learning for a
readability score [17], but uses a limited set of features, and
does not analyze the relationship between readability and
utility.

To begin analyzing these e↵ects, we first perform a sim-
ple addition to our user study on utility of summaries, in
which we ask the assessor to wholistically rate the summary
on its readability using three grades: ”Junk” - the text is
unreadable or requires a su�cient amount of work to deter
the user from looking for meaining; ”Readable” - the text is

Utility VS Readability VS
CATEG Read-F-S] Read-S-S] Read-F Read-S
ACTOR 0.56 0.58 0.18 0.22
ARTIS 0.56 0.57 0.03 0.13
ATHLE 0.49 0.49 0.41 0.42
POLIT 0.31 0.33 -0.09 -0.13
GEO 0.28 0.27 0.26 0.27
FACIL 0.50 0.50 0.35 0.41
DEFIN 0.56 0.55 0.14 0.09
QA 0.53 0.50 -0.30 -0.17
ALLQ 0.54 0.53 0.16 0.15

Table 3: Kendall’s Tau pairwise comparisons of S] using
readability metrics versus Utility, and of only the readability
scores versus assesed Readability, all using rankings induced
by average scores over query categories.

readable, but does not look as though a human has created
it or is otherwise not mostly intelligible; ”Natural” - the text
looks as though it was written by a human and is intelligible
or mostly intelligible.
As a starting point, we use the most commonly accepted

notion of readability for human generated text, the Flesch-
Kincaid Reading Ease (FK) score [13, 18]. We create an-
other score, which we call READ-S, which is a slight modifi-
cation to the FK score, in which we also penalize for having a
large proportion of symbol (non-word) characters in a sum-
mary. This is indicative of sentences being spliced or data
being written in computer-friendly formats, both of which
were may play a part in hindering readability.
In a similar fashion to utility, we compare the readabil-

ity scores average across query categories to the computed
readability scores using our two metrics by examining the in-
duced rankings of summaries and computing Kendall’s Tau
to compare the lists. The results in Table 3 show that there
is almost no correlation between the traditional notions of
readability and the notions in this context, and that entirely
new models need to be defined for progress to be made in
assessing this important variable in generating summaries.
We then modify our evaluation metrics to include the no-

tion of readability, and evaluate the performance of this new
metric compared to our utility score. The correlation with
utility scores do not improve, as is shown in Table 3. This
shows that traditional notions of readability can not be sim-
ply modified to adapt to this scenario, and that more com-
plicated methods and combinations are required.

7. CONCLUSION
We analyze various evauation methodologies and metrics

for summarization evaluation and their correlation to a user
study on utility. We found a high correlation between the
manual matching and automatic matching, although to some
extent this is explained by the nature of our vital string ex-
traction procedure. We see that manual matches do outper-
form the automatic methods, although only slightly, and see
a disconnect between in-depth and holistic notions of utility.
One task for future work is to perform a more complicated

user study to more fully define what makes a summary use-
ful in terms of readability, position of information, quality
of information, and size of relevant text fragments. Addi-
tionally, we study readability, and determine that notions of
readability for human-generated text are insu�cient for as-



iUnits�

¤  Information pieces that satisfy the following properties 
¤  Relevant: can satisfy the user’s information need 
¤  Atomic: cannot be broken down into multiple iUnits 
¤  Dependent: can depend on other iUnits 

¤ Example nugget: 
“Murray tried to revive Jackson for ten minutes, at 
which point he realized he needed to call for help. ”	


ID	
 iUnits	
 weight	
 dep	


001	
 Murray tried to revive Jackson   3 
002	
 Murray tried to revive Jackson for ten minutes  4 001	


003	
 Murray realized he needed to call help 1 001	




Vital strings �

¤ Minimally adequate natural language expression  
¤ Obtained from either nuggets or iUnits 

¤ Example nugget: 
“Murray tried to revive Jackson for ten minutes, at 
which point he realized he needed to call for help. ”	


ID	
 iUnits	
 weight	
 Dep	


001	
 Murray tried to revive 3 
002	
 ten minutes  4 001	


003	
 realized he needed to call help 1 001	




MOBILE (280 chars) runs in English 1CLICK-2 �
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(a) Desktop summaries.
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(b) Mobile summaries.

Figure 5: English Subtask: S! score averaged across ALL queries, broken down by summary type.

to read text while looking for certain facts, such as people
previously employed as analysts.

• Missing proper matches. Besides fatigue and interest in the
topic, a good reason for missing a match is that the match is
not complete, so the assessor has to make an internal determi-
nation on whether the text in the summary is “close enough”
to match the iUnit. Other reasons include words that match
in a secondary meaning (unfamiliar to the assessor), or un-
familiarity with certain English constructs (some of our as-
sessor were not native English speakers). As a solution, bet-
ter/previously trained assessors would do a better job.

• The task was harder than traditional document relevance
judgment. Not surprisingly, the assessor effort (extrac-
tion and matching) was significantly harder than expressing
graded opinion on documents, and in some cases random de-
cisions were made in lack of better options. A possible rem-
edy is to have multiple assessors perform the extraction and
the matching, and to look for consensus through debate when
in disagreement.

6.3 Official Results of Japanese Subtasks
Table 10 shows the official mean S!, S, T -measure, and

weighted recall performances over 100 Japanese queries for the
submitted runs except MANUAL runs. The column I indicates that
the score was computed based on the intersection between sets of
iUnit matches by two assessors, while U indicates that the score
was computed based on the union between sets of iUnit matches
by two assessors. The offset of iUnit matches is defined as the
minimum offset of iUnit matches by two assessors in both of the
cases. The runs are ranked by the mean S!-measure with I. Figure
9 visualizes the official mean S!-measure performances (L = 500)
shown in Table 10.
Table 11 shows the official mean S!-measure performances per

query type, and Figures 10 and 11 visualize the performances
shown in the table.
It can be observed that the three “ORG” runs are the overall top

performers in Table 10. These are actually simple baseline runs
submitted by the organizers’ team: ORG-J-D-MAND-1 is a DESK-
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Figure 9: Japanese Subtask: Mean S!-measure performances
over 100 queries (L = 500). The x axis represents runs sorted
by Mean S! with the intersection iUnit match data.

TOP mandatory run that outputs a concatenation of search engine
snippets from the baseline search results; ORG-J-D-MAND-2 is
a DESKTOP mandatory run that outputs the first sentences of a
top-ranked Wikipedia article found in the baseline search results;
ORG-J-D-ORCL-3 is similar to ORGs-J-D-MAND-1 but uses the
sources of iUnits instead of the search results (an oracle run). These
three runs significantly outperform the other runs, and are signifi-
cantly indistinguishable from one another: Table 12 shows p-values
two-sided randomized Tukey’s HSD in terms of S!-measure perfor-
mances over 100 Japanese queries (L = 500).
Moreover, Table 11 shows that these baseline runs outperform all

participating runs with the four celebrity query types (i.e. ARTIST,
ACTOR, POLITICIAN, and ATHLETE) as well as DEFINITION,
while they are not as effective for FACILITY, GEO and QA.
Table 13 shows mean S!, S, T -measure, and weighted recall per-

formances over the 73 queries for all runs including the MANUAL
ones. Figure 12 shows the mean S!-measure (L = 500) shown in
the table. Recall that MANUAL runs generated X-strings only for
those 73 queries. Table 14 and its graphs drawn in Figures 13 and
14 show the per-query performances over the 73 queries. It can be
observed that three of the four MANUAL runs far outperform the
submitted automatic runs. These three runs are statistically signifi-

Search engine’s  
top-ranked result 
snippet baseline	


The first 
sentences in 

Wikipedia 
baseline	


KUIDL’s run	


E	




Evaluation Metric: S-measure �

nDCG discounts 
documents  
based on ranks 

S-measure discounts 
nuggets 
based on offsets 
(positions in X-string) 

document	

document	

document	

document	


Ranked list of documents	
 X-string	


nugget	
 nugget	


nugget	
 nugget	


Sakai, Kato, Song: Click the Search Button and Be Happy: Evaluating Direct and Immediate 
Information Access, ACM CIKM 2011	




1CLICK-2 Task Structure �

Queries	
Documents	


Participants	


S# scores	
Matched positions	


Matching	
 Runs	


Feedback	


Crawled	

Part of test collection	


Organizers’ work	


S#-measure 
computation	


Vital strings (E)	
 iUnits (J)	


Units for matching	


Nuggets	


Nugget Extraction	




Suppose that … �

¤ Searching for information about his highlights 
in a movie with a mobile device	


EXIT	




Manual Nugget Extraction in Japanese 1CLICK-2 �

Organizers worked hard, too	


3,927 nuggets for 100 queries 
 

Very time-consuming process 


