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m There is a significant practical need for patent
translation.

= to understand patent information written in foreign
languages

= to apply for patents in foreign countries
= Patents constitute one of the challenging
domains for MT.

= Patent sentences can be quite long and contain
complex structures
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Goals of PatentMT

To develop challenging and significant practical research into patent
machine translation.

To investigate the performance of state-of-the-art machine translation
systems in terms of patent translations involving Chinese, Japanese, and
English.

To compare the effects of different methods of patent translation by
applying them to the same test data.

To explore practical MT performance in appropriate fields for patent
machine translation.

To create publicly-available parallel corpora of patent documents and
human evaluations of MT results for patent information processing
research.

To drive machine translation research, which is an important technology
for cross-lingual access of information written in unknown languages.

The ultimate goal is fostering scientific cooperation.
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Findings of Previous Patent Translation Tasks

NTCIR-7

Human
evaluation

RBMT was better than SMT for JE and EJ.

CLIR
evaluation

SMT was better than RBMT for EJ word
selection.

NTCIR-8

Automatic
evaluation

A hybrid system (RBMT with statistical
post edit) achieved the best score for JE.

NTCIR-9

Human
evaluation

SMT caught up with RBMT for EJ
RBMT was better than SMT for JE
SMT was better than RBMT for CE
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Comparlson of NTCIR-7, 8, 9, and 10

NTCIR-7 NTCIR-8 NTCIR-9 NTCIR-10
i Engli E
Japanese to English (JE) Chinese to nglls:h (CE)
Language English to Japanese (EJ) Japanese to English (JE)
8 English to Japanese (EJ)
Intr|n5|c' Adequacy | No human Adequacy
evaluation Fluenc evaluation Acceptabilit
by human y P Y
*Patent Examination w
Other | CLIR CLIR No oth.er Evaluatlon.
evaluations evaluation | *Chronological Evaluation
*Multilingual Evaluation
Number of 15 8 21 21
participants
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Notable Findings at NTCIR-10

s The best MT systems for JE and CE were useful
for patent examination

= The top SMT outperformed the top-level RBMT
for EJ patent translation.

s RBMT is still better than SMT for JE, but the
translation quality of the top SMT for JE has
greatly improved.

NCI§7?
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PatentMT at NTCIR-10
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Four Types of Evaluations

NCI§7?

Evaluation Type Description Subtask
. The quality of translated sentences were
Intrinsic
Evaluation (IE) evaluated. All
Human evaluation: Adequacy and Acceptability
Patent . i
° en. : New: The usefulness of machine translation for
Examination atent examination was evaluated CE/JE
Evaluation (PEE) P '

, New: A comparison between NTCIR-10 and 9 to
Chronological measure progress over time, using the NTCIR-9 All
Evaluation (ChE) Prog ’ 8

test sets
- New: A comparison of CE and JE translations
Multilingual . .
. using the same English references to see the CE/JE
Evaluation (ME)
source language dependency.
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Provided Data

NCI§7?

1 million patent parallel sentence pairs

<t Over 300 million patent monolingual sentences in English
Training e Approximately 3.2 million patent parallel sentence pairs
Over 300 million patent monolingual sentences in English
Approximately 3.2 million patent parallel sentence pairs
- Over 400 million patent monolingual sentences in Japanese
Development | All | 2,000 patent description parallel sentence pairs
Test (IE) All | 2,300 patent description sentences (New)
Test (PEE) CE/JE | 29 patent documents (New)
Test (ChE) All | 2,000 patent description sentences
Test (ME) CE/JE | 2,000 patent description sentences (New)

The periods for the training and test data (IE, ChE, ME) are different
(Training data: 2005 or before, Test data: 2006 or later)

10
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Flow and Schedule

2012/6

» Training and development data

Training period
(3.5 months)

Participants \ 2012/10 Organizers
Test period Test sentences
. (2 weeks)

Translated results

2013/2
C————

Evaluation results and reference data

11
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Participants

Group ID Organization Nationality CE JE EJ
JAPIO Japan Patent Information Organization (Japio) Japan /
KYOTO Kyoto University Japan /
NTITI NTT Corporation / National Institute of Informatics Japan  /
OKAPU Okayama Prefectural University Japan v
TORI Tottori University Japan v
TSUKU University of Tsukuba Japan v
EIWA Yamanashi Eiwa College Japan v v/

FUN-NRC  Future University Hakodate / National Research Council Canada Japan/Canada v /
BUAA BeiHang University, School of Computer Science & Engineering P.R. China v
BJTUX Beijing Jiaotong University P.R. China v v /

ISTIC Institute of Scientific and Technical Information of China P.R. China v v/
SITU Shanghai Jiao Tong University P.R. China v
TRGTK Torangetek Inc. P.R. China v v /
MIG Department of Computer Science, National Chengchi University Taiwan v
HDU Institute for Computational Linguistics, Heidelberg University Germany v  /
RWTH RWTH Aachen University Germany 7/
RWSYS  RWTH Aachen University / Systran SEEmy |
France
DCUMT Dublin City University Ireland v
UQAM UQAM Canada /
BBN Raytheon BBN Technologies USA v
SRI SRI International USA v

12
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Baseline Systems

SYSTEM-ID System Type CE| JE | EJ
BASELINE1 | Moses hierarchical phrase-based SMT system SMT | /|
BASELINE2 | Moses phrase-based SMT system | V|
RBMTx The Honyaku 2009 premium patent edition v |/
RBMTx ATLAS V14 RBMT |/
RBMTx PAT-Transer 2009 |/
ONLINE1 | Google online translation system SMT a4

s  These commercial RBMT systems are well known for their language pairs.
s The SYSTEM-IDs of the commercial RBMT systems are anonymized.

= The translation procedures for BASELINE1 and 2 were published on the
PatentMT web page.

13
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Intrinsic Evaluation (IE)

NCI§7?
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Human Evaluation for IE

=

lll

m Evaluation methods

= Human evaluations were carried out by paid evaluation
experts.

= 300 sentences were evaluated per system.
= Number of evaluators: three.
= Each evaluator evaluated 100 sentences per system.

m Evaluation criteria
= Adequacy

= The main purpose is comparison between the systems.
= At least all of the first priority submissions before the deadline
were evaluated.
= Acceptability

= The main purpose is to clarify the percentage of translated
sentences whose source sentence meanings can be understood.

= Due to budget limitations, only selected systems were evaluated.
15
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Adequacy

=

lll

= The criterion of adequacy used for this evaluation
= A 5-scale (1 to 5) evaluation.
= Clause-level meanings were considered.

m Characteristics

= This evaluation is effective for system comparison.

= |t is unknown what percentage of the translated sentences
express the correct meaning of the source sentence.

= This is because the scoring criterion for scores of between 2 to 4 is
unclear.

16
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Acceptability

AA

. . Native level
m Criterion

o

Easy to
understand

v
-

m Characteristics
= This evaluation aims more at practical evaluation than adequacy.

= What percentage of the translated sentences express the correct
meaning of the source sentence is known.

(The rate of C-rank and above)
17
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EnXpIored ldeas for CE Subtask (1/2)

Type Ideas
Sentence-level LM adaptation (BBN)

LM adaptation (SRI, SJTU)

Language model Recurrent neural network LM (BBN)
Feature Sparse features (SRI)

Tuning as reranking with SVM (SRl)
Development data selection (SJTU)
Reordering Soft syntactic constraints (HDU)

Translation model | Context dependent translation probability (BBN)
String-to-dependency translation (BBN, SRI)
Decoding Inverse direction decoding (RWTH)
Example-based translation (BJTU)

Hybrid decoder Statistical post-editing (RWSYS, EIWA)

Adaptation

Tuning

18
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Explored Ideas for CE Subtask (2/2)

Type Ideas

Preprocessing Categorization of numbers (RWTH)

Segmentation using bilingual resources (MIG)
Tokenization Optimized word segmentation (SJTU)
Word Segmentation on GPU (TRGTK)

True caser Translation-based true caser (BBN)

Utilizing Context | Document-level decoding (TRGTK)

System System combination using word graph (RWSYS, RWTH, ISTIC)
combination System combination using reverse translation (EIWA)
Dictionary Bilingual chemical dictionary (BJTU)

19
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CE Adequacy Results

| | |

= The top system

4.5 (BBN-1) achieved a
significantly better
2 H score than those of

the other systemes.

= The second group
were not statistically
significant.

20
D
Baseline hierarchical SMT  Baseline non-hierarchical SMT
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CE Acceptability Results

100%

90%

80%

70%

60%

50%

40%

30%

20%

10%

0%

OcC
OB
BA
HAA

NCI§7?

67% sentences
could be
understood (C-rank
and above) in the
best system
(BBN-1).

This evaluation
demonstrated the
effectiveness of the
BBN system.

21
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Type

Ideas

Post-ordering

Post-ordering by a syntax-based SMT (NTITI)

Reordering model

Hierarchical lexicalized reordering model (RWTH, FUN-NRC)

Pre-ordering

Pre-ordering based on case structures (NTITI)

Pre-ordering without syntactic parsing (OKAPU)

Paraphrase Paraphrase-augmented phrase-table (FUN-NRC)
Feature Sparse features and feature selection via regularization (HDU)
Tuning Discriminative training (HDU)

Preprocessing

Categorization of numbers (RWTH)

Alignment

Bayesian treelet alignment model (KYOTO)

Transliteration

Back-transliteration (NTITI)

22
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Explored ldeas for JE Subtask (2/2)

Type ldeas

Word class language model (RWTH)
Language model | 7-gram language model (NTITI)
Two language models (ISTIC)

Pattern-based translation (TORI)
Decoding Example-based translation (KYOTO)
Inverse direction decoding (RWTH)

Hybrid decoder Statistical post-editing (EIWA)

Utilizing Context Document-level Decoding (TRGTK)

System Generalized minimum Bayes risk system combination (NTITI)
combination System combination using reverse translation (EIWA)
Dictionary Adding technical field dictionaries to RBMT (JAPIO)

23
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JE Adequacy Results

s The RBMT systems

a5 were still better than
the state-of-the-art
4 SMT systems.
35 1+ — —
O m The top SMT systems
AR RN o (NTITI-1 and 3) used

post-ordering.

RBMT or “Not including RBMT

24
including RBMT



JE Acceptablllty Results

100%
90%
80%
70%
60%
50%
40%
30%

20%

i

0%

&
07 & W & N o
AP OIIZZ RN go ‘6 3
NN QRN &
f / S & N €

RBMT or Not including RBMT
including RBMT

ac
OB

HAA

NCI§7?

55% sentences could be
understood (C-rank and
above) in the best system
(JAPIO-1) using RBMT.

38% sentences could be
understood for the best
SMT (NTITI-1).

S(*) = The rate of C-rank
and above

S(the top SMT)
S(the top RBMT)

= NTCIR-10: 69% (=38/55)
= NTCIR-9: 39% (=25/63.3)
There is a Iarge

improvement in the top

SMT performances. 2
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Explored Ideas for EJ Subtask

Type

Ideas

Pre-ordering

Head finalization using dependency structure (NTITI)

Dependency parser based on semi-supervised learning (NTITI)

rarsing Combining a constituency tree and a dependency tree (TSUKU)
Corpus English patent dependency corpus (NTITI)

Paraphrase Paraphrase-augmented phrase-table (FUN-NRC)

Reordering Hierarchical lexicalized reordering model (FUN-NRC)
Alignment Bayesian treelet alignment model (KYOTO)

Language model

6-gram language model (NTITI)
Two language models (ISTIC)

Decoding

Tree-to-string translation model (TSUKU)
Example-based translation (KYOTO)

Hybrid decoder

Statistical post-editing (EIWA)

Utilizing Context

Document-level decoding (TRGTK)

System
combination

Generalized minimum Bayes risk system combination (NTITI)
System combination using reverse translation (EIWA)

Dictionary

Adding technical field dictionaries to RBMT (JAPIO) 26
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m The top SMT systems
(NTITI-2 and 1) were
better than the top-level
commercial RBMT
systems.

4.5

35 TH— 0 —

m At NTCIR-9, the top SMT
Nl B B EEE caught up with RBMT.

At NTCIR-10, the top SMT
outperformed RBMT.

2.5 -

1.5 -

Not including RBMT 27
RBMT or including RBMT
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EJ Acceptability Results
100% m 70% sentences
90% could be
) understood (C-rank
80% and above) for the
70% top systems (NTITI-1
and 2).
60%
- F
>0% | oc = Thetranslation
40% OB quality of the top
0% — @A SMT systems
A surpassed those of
20% the top-level RBMT
10% systems in retaining
the sentence-level
0% meanings.
’\/ N N N N N
¥ O X L O
/ % % 5 S
Not including RBMT  ~ ) 28

RBMT or including RBMT
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Patent Examination Evaluation
(PEE)

NCI§7?
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s At NTCIR-9, the top systems achieved high
performance for sentence-level evaluations.

s Therefore, we would like to see how useful
the top systems are for practical situations.

s Patent examination is a practical situation.

m Patent Examination Evaluation measures the

usefulness of MT systems for Patent
Examinations.

30
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Patent Examination Flow

Existing patent

English

4

Existing patent

Foreign
language

4

)

Human
Translation

English

7

Rejecting the application if
an existing patent includes
the same technology

Patent examiner

How useful is the top level MT for the translation?

NCI§7?

Patent application

English

31
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Outline of Real Framework

How many facts useful for
recognizing the existing
invention could be recognized?

(Patent application)

Existing patent
( g patent) Rejected patent

< applications
Chinese/ Enelish Human evaluator/
Japanese | Machine 8 Patent examiner experience
Translation
/4 /4

Reference patents used
to reject the applications

m There were two evaluators.
m Test data were 29 reference patents used to reject patent applications.

m Each evaluator evaluated 20 patents. 32
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Real Framework

Reference patent
used to reject the Patent
application application
(Japanese) Patent examiner
7 Rejected
Extracting sentences Document of final decision of
including the patent examination (Shinketsu)

recognized facts at
patent examination.

Translation of

Sentences in the
reference patent ‘ the reference
(Test data) MT patent

What facts were recognized
from the reference patent 7

How many facts recognized
at patent examination
could be recognized?

Human evaluator/ 23
Patent examiner experience




=~1 titute rFlg’t
- W oOF O

Example Data
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The description of the facts
that a patent examiner
recognized from the reference
patent

The description was
divided into each
component

The sentences including each
component in the reference
patent (Japanese test data)

NOLDERHFBIEIZKDE. 51 AHIIC
(X.

TAERIZENT, ZiRfAlICBEREESR
BER43MNAYIAATNSHINEBLE,
L BABAD FIRERNBESINTINS
BEEEFVT45L.

thily EABAE BB SR ER4 DB F 5Ll
ISR ETBHESHEFERFRIFTS
BB BF3L.

REPIZELT., ZimfAlIcB
BREEFEER4INAYA
ATWAHILERRY

ILNEE R4 Umabl <&
SNTWSEEREF VT 45

x=71=. K3ITRT CEC FIDEMBAID
RERIZHEWNTIE, LEEE B ER431
KU EImAIICH BB EREER43
fJ\J\UJA/v'CL\ZD

JE?’- J7°4575\,ﬁ?§‘51’t’cm%>

D E A% BB I imaha |

AESFFEImAR31 Mo
I AHIOIHBREFT HiE
%3

ERRAPDEBAL, BBEIRER41H
BFRimAR31IMDRET HLIICHE
BRFIICHBARFIN TS,

BBEFITEREFITIRTEE2L
UL BABAD BB S IRERA1 EDRE I
EMEX vV I EHR T SiEHhEB1
EEBAT=AN—9TSTIZHBT.,

hILDEBADEREE. 1.2~2. 2mm&LT=

MBERS FIZRIRIRTT I 5
mtER2

FIDEBID EB I inah 41

EDBIZKIEMEX vy

L Roitxhs b ImaEh3 17N
EHTHIIITHTEE2FERERE
=Nd,

FECEEMEBIEX., B2[27R9 Z &K,
EAB iR DI KIERE

2—BHFS5 . | CETMRT HIE B
DFEBAMEHIN TS ERDONDS, | AILEHBIOEREX. 1.2
~2.2mm

ﬂ@’c"‘/fG’&ﬁ?ﬁJi'd‘éo

BEIZH H’é hILDEBIDER

li 15']1

(E.1.2~2. 2mm&9d HIEMNTES,
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PEE CE Results

None of the facts were recognized and the
translation results were not useful for examination.

invention were recognized and the translation
results were useful for examination.

30%

20% —
At least half of the facts useful for recognizing the

cited invention were recognized and the translation
results were useful for examination.

o Parts of the facts were recognized but the

20% Il | translation results could not be seen as useful for

80% examination.

70% Falls short of reaching IV, but parts of the facts

60% o | were recognized and it was proved that the cited
invention could not be disregarded at the

>0% examination.

40% One or more facts useful for recognizing the cited

10%

0%

All facts useful for recognizing the cited invention
were recognized and examination could be done
using only the translation results. 35

BBN-1 RWSYS-1 SRI-1
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PEE JE Results

None of the facts were recognized and the
translation results were not useful for examination.

100% -

Parts of the facts were recognized but the
translation results could not be seen as useful for
80% - examination.

90% -
’ I

70% - Falls short of reaching IV, but parts of the facts
were recognized and it was proved that the cited
invention could not be disregarded at the
examination.

60% - I

50% -

40% - One or more facts useful for recognizing the cited
invention were recognized and the translation

results were useful for examination.

30% -

20% -

At least half of the facts useful for recognizing the
cited invention were recognized and the translation
results were useful for examination.

10% -

0% -

JAPIO-1T EIWA-1  NTITI-1 All facts useful for recognizing the cited invention

were recognized and examination could be done
using only the translation results. 36
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Comprehensive Comments (Evaluator 1)

Second-most consistent after JAPIO-1 in its translation quality. The
BBN-1 system seemed to try to translate complicated input sentences
depending on context and | would like to applaud this.

There were fragmental translations. To understand the translations,
RWSYS-1 | sentences before or after, or common knowledge of technology were
needed for many parts.

CE

SRI-1 Hard to read. It would not be practical for patent examination.

Consistent in its translation quality. The system seemed to try to
JAPIO-1 | translate complicated input sentences depending on context and |
would like to applaud this.

There were fragmental translations. To understand, sentences before
EIWA-1 | or after, or common knowledge of technology were needed for many
parts.

JE

There were good results and not good results. Impression was
NTITI-1 | inconsistent. If this problem were improved, it would be a good
system.

JAPIO-1 and BBN-1 were highly evaluated. 37
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Comprehensive Comments (Evaluator 2)

=

1111

BBN-1 A little inconsistent. There were some English grammatical problems.
O | RWSYS-1 | There were good results and also not good results.
SRI-1 The translations were hard to read.
Even if the input Japanese sentences were abstruse, it sometimes
JAPIO-1 | could translate. Not only were the English translations good, but so
was analyzing input Japanese sentences.
Ll

EIWA-1 | It was similar to JAPIO-1. It would be better than BBN-1.

NTITI-1 | There were good results and also not good results. It would be
slightly better than RWSYS-1.

JAPIO-1, EIWA-1, and BBN-1 were highly evaluated. 18
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Summa ry of PatentMT

m

s Goal: To foster challenging and practical research into
patent machine translation

= Large-scale CE and JE patent parallel corpora were
provided.

m 21 research groups participated.
= Human evaluations were conducted.

s The top MT systems for JE and CE were useful for
patent examination.

m Various ideas were explored and the effectiveness of
the systems for patent translation was shown in
evaluations.

s The effectiveness of each idea will be presented by the
participants.
39
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O!ral Presentations of Participants

BBN

NTITI

RWSYS/
RWTH

SRI

HDU

FUN-NRC

EIWA

TRGTK

BBN Technologies

NTT Corporation / National
Institute of Informatics

RWTH Aachen University /
Systran

SRI International

Institute for Computational

Linguistics, Heidelberg University

Future University Hakodate /
National Research Council
Canada

Yamanashi Eiwa College

Torangetek Inc.

Zhongqgiang Huang
et al.

Katsuhito Sudoh et
al.

Minwei Feng et al.

Bing Zhao et al.

Patrick Simianer et
al.

Atsushi Fujita and
Marine Carpuat

Terumasa Ehara

Hao Xiong and
Weihua Luo

The best system for CE
The best SMT system for JE
and the best system for EJ

Highly ranked systems for CE
and JE

Highly ranked system for CE

Highly ranked systems for CE
and JE

Exploring paraphrasing

Exploring hybrid decoder
and system combination

Exploring document-level

decoding and utilizing GPU
41



