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ABSTRACT

This paper describes the question answering system devel-
oped at Dublin City University for participation in the QA
Lab shared task in NTCIR-11 [20]. We participated in three
tasks: center exam (multiple choice) tasks in Phases 1 and
2, and secondary exam task (written) in Phase 2. We built
a QA system in which we use the specialized-purpose parser
KBarse to acquire meaning representation which is called
case frame graphs from history textbooks using common-
sense knowledge. We used distributed representation for
Out-Of-Vocaburary (OOV) words and missing assertions.
We added prototype functionality for handling implicit argu-
ments/relations, causality analysis, time analysis, and tem-
poral order analysis by heuristics. Our results for center
exam task in Phase 1 was 77.0 which was the first among
seven submissions, for center exam task in Phase 2 was 72.0
which was the first among nine submissions, and for sec-
ondary exam task in Phase 2 in terms of precision were 71.4
(UTokyo), 62.5 (KyotoU), 71.8 (Hokkaido), 62.7 (Waseda),
and 80.0 (Chuo) which were the first among two submis-
sions.
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DCUMT
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Center Exams (Phase 1 and 2), Secondary Exam (Phase 2)
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1. INTRODUCTION

This paper describes the question answering system de-
veloped at Dublin City University for participation in the
QA Lab shared task in NTCIR-11 [20]. We participated in
three tasks: center exam (multiple choice) tasks in Phases 1
and 2, and secondary exam (written) task in Phase 2.

We built a Question Answering (QA) system in which we
use the specialized-purpose parser KBarse to acquire mean-
ing representation which is called case frame graphs from
history textbooks using commonsense knowledge. We used
distributed representation. We added prototype functional-
ity for handling implicit arguments/relations, causality anal-
ysis, time analysis, and temporal order analysis by heuris-
tics.
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The remainder of this paper is organized as follows. Sec-
tion 2 describes the overview of our systems. Our exper-
imental results are presented in Section3. We conclude in
Section 4.

2. OUR SYSTEMS

Semantic parsing is the process of mapping a sentence
into a formal representation of its meaning [6, 13, 2, 12].
There are two kinds depending on the capability of auto-
mated reasoning which is useful for QA task: (1) a case-role
analysis without automated reasoning, and (2) a deeper se-
mantic analysis attached with the predicate logic or other
formal language with automated reasoning. Since we use
both of these in this paper we call the former the type-I
semantic parser and the latter the type-II semantic parser.
The former category of Japansese semantic parser, i.e. type-
I semantic parser, is provided by KNP [9, 10]. KNP provides
an analysis of the case structure, which corresponds to the
Japanese specific predicate-argument relations, as semantic
representation but does not provide predicate logic. One
characteristic of Japanese is in the function of the Japanese
particles, which are called jyoshi, is to indicate various mean-
ings and functions such as speaker affect and assertiveness
by following the modified noun, verb, adjective, or sentence.
Such case structure can be reordered often without chang-
ing their meanings which contrast Japanese with other lan-
guages: by this phenomenon Japanese is categorized as a
free-order langauge. Due to this characteristic, the case
structure can be thought of as one appropriate level of ab-
straction to capture semantic representation in the case of
Japanese. Thus, we use the case structure as the basic se-
mantic representation in this paper. The latter category of
semantic parser, i.e. type-1I semantic parser, can be used in
the context of QA task. The resulted semantic representa-
tion with predicate logic can be specifically used to evaluate
itself with the knowledge base: in the first step a question is
converted into the equivalent semantic representation with
predicate logic, and in the second step this semantic rep-
resentation is evaluated with knowledge base to yield an
answer.

This paper takes the approach to use the former cate-
gory of semantic parser KBarse to add the functionality of
predicate logic. That is, in terms of obtaining the semantic
representation we rely wholy on KBarse. Then, we added
predicate logic to them. In the construction of knowledge
base, we use KBarse to obtain a set of predicate-argument
relations (or case frames). In the question preparation, we
use KBarse to obtain a set of predicate-argument relations
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(or case frames) and add predicate logic.

2.1 Overview as QA Systems

Let = be utterance (question), y be the answer, z be a
logical form of x, and k be knowledge base.

DEFINITION 1
A QA task can be divided into three subtasks: knowledge base
construction subtask, question preparation subtask (via type-
II semantic parsing z ~ p(z|z;0)), and question evaluation
subtask (via semantic evaluation y = [z]x). (Readers who
want to know the details related to these should read [13,

12].)

In order to give explanation to the knowledge base con-
struction, let E be a set of entities (e.g., DO OO0D00O0O
0) and let P denote a set of properties (e.g., D00 5 {).

A knowledge base K is a set of assertions (p,e1,e2) (€
P x E x E) or (p,e1,e2,...) (€ Px Ex E x...) (eg.,
goad 01 good O gogd 0 oooooooo D)'

(Similarly, a knowledge base K’ can be seen as a graph/tree
of assertions.) We have 14k of properties consisting of Ya-
makawa and Tokyo Shoseki textbooks whose assertions are
80k. (Freebase of Google has 19k properties but 596M as-
sertions).

A type-II semantic parser maps new questions x to an-
swers y. A type-1I semantic parser is obtained by solving the
mapping of new questions x to answers y for given knowl-
edge base K and a training set of question-answer pairs. It
is noted that in practice we obtain the semantic representa-
tion of new question x by KBarse (type-1 semantic parser)
and add predicate logic to this. First, we assume that his-
torical textbook will not contain inconsistency. Second, we
assume that the question will not be related to the voting
type judgement. Third, we assume that the question will be
limited to a simple one: for example, if we need to detect
a yes-no judgement, we assume that one of their questions
are at least explicit. Under these assumptions we did not
deploy a function of learning but only a function of logics in
semantic parser.

QA-Type Method
case frame graphs

KB o
training set $\

question O € '0)
utterance logical form answer

Textual Entailment-Type Method
case frame graphs

KB O
training set
O
question o £/ yes no answe

utterance case frame graphs

Figure 1: Overview of two kinds of methods.

We consider two kinds of basic solutions which are de-
picted in Figure 1. Suppose we have a knowledge base K
which is a set of assertions, which can be seen as a database.
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(QUESTION ANSWERING-TYPE METHOD).

Utterance Ooooooooooooooooo
goooonOoo
Assertions DDDDlDDDDDDDDDD

uooooood g
Uil 5, U000 era U000

Typed-Assertions

location J HHHHUUU building
Utterance goooboooooooooooooda
ooo
Assertions DDDDlDDDDDDDD ogd
oooooo O

Logical form Az.3e 000 (xqg,e)/ building(e,

(lambda calculus) | OODOOO0O0OO)

Entities oooOo,o0000,0000000
O
Property uob gy

Type of entities era=type(0000)
location=type(0 O 0O O)

building=type(0 0 000 000)

Table 1: Terminology used in this paper.

A general form of simple QA task is thus similar to the
database search and to pose a query to this knowledge base
K [13, 12, 2]. We need to convert a question posed in nat-
ural language into a logical form. Then, this logical form is
evaluated on K, which yields an answer.

A multiple choice question can be a special kind of QA
tasks. In this case, we will match a graph in question and a
graph in knowledge base K, which can be evaluated by the
graph-based matching [8, 15].

DEFINITION 2 (TEXTUAL ENTAILMENT-TYPE METHOD).
Let us call a Hypothesis H and a Text T (The former comes
from a question while the latter is a knowledge base K.). We
parse both of H and T to obtain assertions. If a graph in H
and in T matches, we call H is true, otherwise false.

2.2 Knowledge Base Construction Step: Type-
I Semantic Parsing

As is mentioned at the beginning of this section, we de-
ploy the type-I semantic parser to obtain the semantic rep-
resentation. Since we modified various specification as is
mentioned in this section we call it KBarse although our
semantic parser bases on KNP.

In the initial phase we conducted an experiment to mea-
sure the performance of KNP [10] where we only used the
case frame extractor, how much predicate-argument rela-
tions it extracts from the original text. It is noted that the
predicate-argument relations are interchangeably expressed
as the case frames below which are identical in our context.

DEFINITION 3 (RELATION COVERAGE RATIO (RCR)).
Prepare the extracted predicate-argument relations from the
original text and discard all the functional words such as
jyoshi and jyodoushi from the original text. Then, we de-
fine the relation coverage ratio as the ratio of the number of
words extracted as predicate-argument relations divided by
the number of words in original text. It is noted that words
can be replaced by morpheme which are often appropriate
level to measure this ration in the case of Japanese.
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We compared only the number of content words, discard-
ing all the functional words such as jyoshi and jyodoushi.
The Relation Coverage Ratio (RCR), which we measure at
the morpheme level, was 57.2%. The ratio RCR indicates
that around 42.8% of possibly morpheme, which may be
related to the important words for some questions, in the
original text are disapeared. Our analysis of the important
drops of words/phrases were related to the following expres-
sions. First, the coordinated words/phrases and the parallel
expressions are often problematic and were not extracted
correctly. Second, if we focus on the dropped words/phrases
they were often related to the noun predicates. On com-
pared to this the verb predicates were fairly good and robust.
Third, although this may be related to the specification of
predicate-argument relations, “is-a relations”, which are one
of the major actors in the relation extraction literature [17]
or Google knowledge graphs, were often dropped in the noun
predicates.

The predicate-argment relations indicate the pairwise one-
to-many relationship between the verb/noun predicates and
their arguments as well as their modifiers. For the sake
of the construction of the knowledge base which is useful
for QA tasks, it is better that we have higher RCR for the
knowledge base, which is nearly as 100%. That is, we do
not want to let some words/phrases in predicate-argument
relations escaped from the beginning. This is since it is true
that many of the elements in a text has texture which are in
some way related to other elements, which may be lost. In
this reason, we modified several grammatical specification
of the predicate-argument relations. The following specifi-
cation shows the major differences of KNP and KBarse as
well as the new features of KBarse such as temporal/causal
relation analyzers and topic stamps.

EXAMPLE 1  (VERB PREDICATE). The following exam-
ple shows the parsing results.
goooOoOooooopOooDOnD 221000000
oooooooon

(KNP/KBarse) O 0:300 0O 4
(KNP/KBarse) D 7:300 0 o 0000 g OO

]
(KNP/KBarse) 0 6:3000 0 2210 o O
(KNP/KBarse) O 1:300 %000 O 5 00 4

EXAMPLE 2 (ISA RELATION). It is often the case when
the sentence is ended with O 0O O, the predicate is a noun
predicate. In this case the semantic parsing may not capture
the subject for this noun predicate. This is often related to
the case when this subject and the noun predicate forms a
“isA relation”.
0o0ooooooooooo
(KNP)O 1:200

(KBarse)U 1:3sA 000000 00

EXAMPLE 3 (NOUN PREDICATE). When the predicate is
a noun predicate of 0 O , this interpretation will drop an im-
portant isA relation between OO0 000000 and DO OO
OO0 20000. Importantly, 00000000 will be dis-
apeared from the case frames.
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000000000000000 200000000
(KNP)O 1:300 000000 20

(KBarse) O 1:300 000000 20
(KBarse) isA:200000000 5 000000 20
000

EXAMPLE 4 (COORDINATION). The former elements in
coordination is often dropped. That is among two elements
00000 and 00, the first one 00000 s dropped.
oo0oooooooooooooooooooooo
ooooooooooo
(KNP)O 1:200 &

(KNP)O 1:200 &
(KNP)O 1:3000 00 o B0 5 00

(KBarse)O 1:3000 OO oo 00000 5 00
oooood g

EXAMPLE 5 (PARALLEL EXPRESSION). When the paren-
thesis is used such as “A0 BO 7, A is dropped. That is, in
the case below, 000000 OO0O0ODOOODOOOOO s
dropped.
goooboobooboobooboooboooOoo oo
goomoobooo
(KNP)DO 1:300 00000 0 gooog 0

(KBarse)O 1:300 00000 g boobooaoo
oooomg

Temporal/Causal Relationships.

One idea to capture the causal and temporal relation-
ships is the parser based on the Rhetorical Structure Theory
(RST) [18]. The necessity of such parser comes from the fact
that the coverage of causal and temporal relationships in the
manually created resources such as FrameNet [1], WordNet
[5], which encode many aspects of commonsense knowledge,
remains low for many domains [7].

EXAMPLE 6 (TEMPORAL RELATIONSHIP). There is a tem-
poral order in two events [event] DO 000 | and [event2 O
000000000000 ] 4n this order. Similarly, there is
another order betweeen [event] 00000 | and [event3 O
00o0o0oDo0oo0oO0o jpob0ooooooooog].
poooobooboobobbobbobboboobo
goooob pboooooooooobn
[before DO0OO0 [Oafter DO0OO0O0OO00D
0o
[before 00O OO |Ofafter 00000000000 10
ooooOoooOoooooolo

EXAMPLE 7  (CAUSAL RELATIONSHIP). There is a cause-
effect relationship between two events [cause 000000
O]leffect 0000000000 DO0O0ODOOOODOOO O
00000000 o0oo0oo0ooooooooooog
oooogd
[cause OO0 O0DO0O0ODO |Oleffecte 000000000
oooouooooooo o

Topic Stamps.
We intend to check whether entities whose time/location
stamps are consistent or not among multiple of assertions
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if they needs to combine together. Similarly, we can use
time/location stames to check whether multiple entities that
are contained in the question are consistent in terms of
time/location or not.

EXAMPLE 8 (TIME STAMP). We label the topic stamp
for each assertion (predicate-argument relation) according as
their scope. We assume that although there might be multiple
time events in a sentence each assertion does not include
more than two time events. Since only handful of assertions
include time events, they are propagated to other assertions.
1200 000000000000 O000O0OOOOOS
go0o0oooooooooooooooboooo
0s500 00000 5 1200 oo ODODODOO

o0 <time:1200 >

071300 ODO0DOO 0

0O z:800 O0OO0OO 0 150000 0o oooad
gooo 0 ogd D<time:15DDDD >

EXAMPLE 9 (LOCATION STAMP). It is often preceded by
00 (e.g. DOOOOO ), which are often represented as “de’-
case (e.qg. 00O ).

Ood0obO0oO0O (01710000000 DO0O0DDOO
pooobooobood

0300 ODOOOOO 0 1100 0o goo !
<loc:O00ODOOOO >
O00b0000b00bO0obDOooDooDooooooooooa
gooobooOoboobooobooooobo

O 5:300%00 DDDDDDDD

0 r7:300 DDDDD

0 %300 000 00 DDDDDDDD<ZOC:D
oog >

0200 &

07300 DDD

07300 DDDDDDDD

0 %300 OO0 0o DDD

Paraphrasing.
It is often that country and person co-appeared.

ExaMpLE 10 (COOCCURENCE). 0O0O00O0O, O 500
00,end 000000000000 are cooccured.
goooooopooD soopooU0Ooooooogoo
0oooo0o0o0oooooooooooooooooo
ooood

Coordination.
Investigation of coordination will make the prediction of
unseen word, at least the type of the word.

EXAMPLE 11  (COORDINATION). In the following exam-
ple, we can consider 00 000 similer withOODOODOO.
oooooooOoooooooOoU0ooooooooo
0000000oooooooooooooooooo
ood
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typeofentity |00, 00, 000, 000, 000,

gobobooboobg,..

entity ooboooooon

Table 2: Table shows the types which are possibly
embedded in training set of questions.

Others.

There are many sentences which do not yield case frames
for some fragments in a sentence. Even in such a case, if we
change the structure of the problematic fragments, such as
voice, predicate, etc, it often worked.

2.3 Knowledge Base Construction Step: Enti-
ties and Their Types

Entity types are important items for the question evalua-
tion subtask. Suppose that we have a question “00 0000
00000oOoooooog”, thatis “Ax.ded 00 (XD VA

building(e, 0 0000 000)”. In this case, We need to seek
entity e which can be simultaneously match two predicate-
argument relations “0 0 O (x ,e)” and “building(e, 0 0O

O0O00O00)” Let our knowledge base consisting of only one
typed-assertion “00 0 O 01 0000 era 0000 j5cation

oooOooooo building”' We start from the first state-
ment 0000 (XD ,ex). Athough we can use any entity ex as

a connection with the second term in a question but since
we have only one item in knowledge base, we start with the
logic “0 00O (XD ,0000 15¢cation; x=0000)", From the
knowledge base, we also have “building(00 00 1,.ation> O
0000000)” which validates the statement. Hence, an
answer in this case is produced as“(] 0 00 O”. This example
show that the entity ex which works as a connection between
the series of terms although it did not provide more than two
options in this example. In this way we can say that this
entity and its type are key element in this framework.

Once we define such a procedure, we can use this entity to
control the quality of the match. That is to use the variable
type definition for the entities depending on the case. For
example, we define the type of location, consisting of three
entities “0 0007, “00007 and“0000007”. However,
in another case, we define three different type of location
consisting of “0 0 O 07, type of nation consisting of “0 O
O 07 and type of peninsula consisting of “000000O".
Using these different diffinition of type, we can control the
match by entity. As we mention in this subsection, we define
the notion of type step by step.

The major source of the definition of type comes from the
following three.

e Examine question-answering pair of the training set.

e Examine the ranked list of single OOV words. In the
case of morphological analyzer JUMAN [11], these are
acquired automatically from Wikipedia with their cat-
egories. (We extracted entity types looking up the
Wiki for the possible abstract names. See Table 3)

e Examine the frequency of words in the whole docu-
ments (after morphological analysis). From the top,
we guess which words are likely to be among the ob-
ject of question-answering pair, and then we consider
the possibility of compound words which can be grow
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in the left side in the case of Japanese. For example,
0 can be a good source for compound words if it is
combined in its left side, say O O O . (See Table 4)

If these conditions met, we consider them as the registered
words. As in the case of RCR, we define the entity coverage
ratio.

DEFINITION 4 (ENTITY COVERAGE RATIO (ECR)). Prepar
the knowledge base consisting of nontyped-assertions and count
the number of all the entities in assertions (=A). Obtain the
registered entity type by three methods just mentioned above
and count the number of all the entities whose type are de-
fined (=B). Then, we define the entity coverage ratio as the
ratio of A/B.

Since the number of definition of type are as much as the
number of entities which is fairly big, this process to allocate
the types for entities takes time and efforts. In sum, in
relation with this type-entity relationship, there is a trade-
off in quality of QA systems. Hence, on the one hand, if
the question evaluation (or inference) yields more than two
answers, we can control it by reducing the number of types
for the entity cluster. On the other hand, if the question
evaluation does not yield any answer (when we predict that
we obtain some answer), we can control it by making the
number of types for the entity clusters small.

2.4 Question Evaluation Step

For the given question, we first seek the answer whether
one assertion contains both of these. If one assertion con-
tains both of question and answer, it does not need to find
over two assertions but we obtain the answer. Otherwise,
it will let increase the length of the number of assertions as
much as 1: that is, we combine two assertions and we seek
the type of answer in the second assertions.

As is noted in the previous subsection, the granularity of
type often matters the time/quality to obtain the answer.
We change the definition of granularity adaptively, making
some type containing a lot of or very small number of enti-
ties.

Noted the similarity of letting increase the length of the
number of assertions and latent variable models.

However, it is often necessary that we poke more than two
assertions.

Commonsense Knowledge: Heuristics.

There are several possible situation which requires com-
monsense knowledge.

The first situation is related to the question. For example,
suppose that the question is related to numbers of persons,
ie. 0180 000000000000 00ODOOOOOOOOO
0000 In this case, we will need to employ commonsense
knowledge to formulate a different question than the original
one. That is, we need to pose a question whether 18 00 O
0000000000000 and 1I8O0000O0DOOOOCOO
OO000. the answer would be DO 0O0O0O. It is generally
known that such commonsense knowledge/world knowledge
are necessary for QA /textual entailment tasks. In this case,
we used heuristics to modify the question in logical form. It
is noted that this would only cover a handful of questions. It
is noted that without changing the question the evaluation
stage can handle this but seems more complex.

Similarly, there are various situations which are related to
the knowledge base. The case of knowledge base is related to
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0o 59 |000000,000000,000,000,0
oooooo00,000000,0000,..

000 |46 |0000,000000,0000000,00
0,00000,000, ..

0 31| 000000,00000,0000,000,0
ooooo,000,00000, ..

0o 16| 0000,0000000,000,00000
0ooo,0000,000,0000, ..

0o 14| 0000,0000,0000000000,00
0ooo,00000,0000000, ..

0o 13|00,00,00,00,00,00,00,00,
0o,00,00,00,00

0o 11| 0000000,0000,0000,0000
0,000000,00000,..

coooco | 11| 0000, 00000000,000000, O
oooo,00000,000,000, ..

0o 10| J0000,000000,000,00000
oooooo,00000,00, .

oo 10| 00000,00000,0000,000,00
ooo,00000,0000, ..

0o 10| J0000,000000000,000,00
Ooo0,000000,00000,...

cooo |8 | 000O0,0000,00000,000000
000,00000,0000,000000

coooo |8 | D000, 00000, 0000, 00000,
0000000, 00000,0000,..

000 |8 |0O000,00000,00000,00000
oooo,0000,000, ..

0o 7 |000000,00000,0000,0000
000,00000,000000

OO0 |7 |000000O0,000000,00000,0
00,000000,00000,0000

ccoo |7 | 000,00000,0000,000,0000
0,0000,0000

0o 7 |00,00,00,00,00,00,00

0o 6 |000,0000,00000000,0000
0,000000,000

cwoo |5 |0O0O0OO0,0000,0000,00,00

oo 5 |00000,00000,0000,00000
oooooo

0o 5 |0000,00000,000,0000,00

0o 5 |0000,000000,00000,0000
O,0000

0o 5 |0000,00000,00000,0000,0
ooo

0o 5 |00,00,00,00,00

0 5 |00000,00000,0000000,000,
oooo

0o 4 |00,00,00,00

0o 4 |0000000,000,00,00

0 7 |0D0000O00,000000,0000, 00

0o 4 |000000,00000,000,00000

Table 3: Table shows the ranked list from single

OOV words.
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0 3549 [ 1500 O ,1501 O ,1505 O ,1506 O ,1510 O ,1511
0,1513 0,1517 0,1519 0 ,1520 0 ,1521 O,

OO0 | 2144 200,000, 400,000,600, 700,
0ooo,900,1000,1100, 1200,

0 1712 |0000000,00000,00000,000
0oo,0000,00000,0000,

O 1631 |00000,000000,000000,0000
00,0000000,000000,

00 | 1305 |0000000,0000000,00000, 0
000,0000000,0000,0000,

OO0 | 1053 |000000,000000,000000,00
0OoO0o0,000000,0000000,

OO0 | 1025 |0000,00000000000,00000
000,000000000,000000,

O 1024 |000O,000,000,000,000,000,
ooooo,000,0000,000,000,

OO0 |994 |00O00,0000,00000,000000,
oooo0,0000,0000,0000,

0 970 |000,000,000000,000,000,
0ooo,00000,000,000,0000,

OO0 |922 |0O000000,0000000,0000, O
ooooo,0000,0000,0000,

00 |918 |000O0O,0000,0000,000000, 0
0ooo,0000,0000,00000,

00 |897 |0000,0000,0000,0000,000
ooooo,0000,0000,

0 876 |000000,000000,000000,00
000,0000,000000,000000,

00 | 833 |00O00O0O0OO0,0000,00000,0000
00,000000,00000000000,

0 805 |000,000,000,000000,00,0
0oo,000,00000,000,00,

00 | 794 |0000,0000,0000,0000,000
0,0000,0000,0000,

OO0 | 765 |0000O0O,00000,000000,00
0oooo,0000,000,000000,

0 758 |00000,00000,0000,000000
0o0,00000000,00000,

00 |726 |00000O,00000,0000000, 00
0oooo,000000,000000,

Table 4: Table shows the frequency of words in the
whole documents.

give them the correct type of entities. For example, suppose
that some entities include various expressions such as 1039
0,390 30,103400430,0r 10390 30 900. It may
need that all of these date should be handled in the same
manner in their types which depend on the question.

e (number counting) 0000000000 O0O0OOOO
Even though we may know the name of these four
countries, there is no connection between these knowl-
edge and the fact that these are four countries.

e (time ordering) The temporal order of 100 O and O
1000 are O 1000 < 1000.

e (valid time range) The description about 2000 0 is not
a reality.

e (multiple times) Some country adopts the system of
sub-calendar (e.g. 0 0).
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e (locational overlapping) 00O OO OO consists of sev-
eral countries.

e (indication of multiple combination) D 0000000
consists of 0000000 and D0O0OOOO.

e (daily life) 0000 and OO are not among countries.

e (naming convention) 000 O000000O0. Some may
say by name 00 or OO OO, by titles, or by other
names.

e (complex question) 0000000000000 0O0O0O
gobooooooo

Commonsense Knowledge: Distributed Representation.

Distributed representation can be used for the sake of
zero-shot learning [16, 14, 15]. Although we used the type-
I semantic parser which is not built by deep learning, it is
possible for us to built the distributed representation in or-
der to aim at capturing Out-Of-Vocaburary (OOV) words
and missing assertions. The latter suggests the lack of some
description of entities (This may be related to anaphora) or
missing assertions completely. First, this situation is prob-
able since the question does not need to be written in the
same words which are not appeared in the training set. Both
OOV words and missing assertions are applied. Second, by
commonsense knowledge we can think that this is reason-
able since we can interpret them as the same kinds with
OOV words and missing assertions.

We construct the phrase-level word embeddings by word2vec
[14]. Then, considering the recursive way of constructing
word embeddings [21, 22, 3], we use RNN encoder-decoder
to map the predicate-level word embeddings, and the fol-
lowing predicate-sequence-level word embeddings. In this
construction, on the basis of the phrase-level word embed-
dings, the two following word embeddings are additionally
embeded on the same real-value vectored space.

2.5 Experiments

Question Format Types.

Up until now, we have described mostly the QA-type
method and very small mentioning about the textual entailment-
type method in the subsection in 2.1. These two are the
fundamental mechanism to solve the question.

In practice, the system requires to convert varieties of
question type into the format of these methods. For ex-
ample center exams will require to build the system which
can handel at least (1) Yes No, (2) chronological ordering,
(3) slot filling, (4) combination, (5) need-figures, (6) choose
correct choice or wrong choise, and so forth. Hence, we set
up in this way to convert these question type into the one
which fits into our two fundamental methods. Similarly, we
set up the question types for secondary exams automati-
cally by the answer types which are mentioned in the next
paragraph. Our system does not read images and does not
properly handle to the type of “explain by natural language”.

Answer Types.
We believe that the answer types depend on the underly-
ing text. In this case, the texts are history textbook used



Proceedings of the 11th NTCIR Conference, December 9-12, 2014, Tokyo, Japan

for Japanese highschool students. We used the same types
which we mentioned for the types for entities, that is person,
organization, location, time, numerics, reason, relation, etc.
In this reason, the categorization is variable which depends
on the question.

Context in Query.

It is often the case that the query side provides the con-
text. Such context is often converted into the logical form
using the conjunction and disjunction operators. When the
query side consists of multiple sentences, our methods will
generate the list of case frame graphs and converted into the
logical form.

Query Expansion/Pseudo/Recursive Relevance Feed-
back.

Although our system does not do query expansion, these
are not directly related to our experiments. However, indeed
there is alternative way to interprete our QA system which
is in the same perspectives with C-DSSM [19] or in some
part similar with OpenlIE[4]. In this case, our system does
the query expansion using the type-I semantic parser, doing
the parsing of the answer side as well to obtain the case
frame graph for the answer side. Based on this case frame
graph, we did the query expansion. For the query expansion,
we prioritize their queries case by case on the targeted case
frame graph.

Similarly although our system does not do query expan-
sion, if we do the alternative interpretation our system does a
pseudo relevance feedback. When appropriate, we do the rel-
evance feedback successively for the unattained words/phrases
for the feedback.

Experimental Results.

We used the training data of textbook data of Yamakawa
shuppan and Tokyo Shoseki, which are provided by the QA-
Lab organizers, and Wikipedia. The statistics of these train-
ing data and our knowledge base are shown in Table 5.

History textbook | statistics (sentences)
Yamakawa 5,482
Tokyo Shoseki 12,448
total 17,930

KNP KBarse
case frames 66,365 110,772
location 3,693 6,834
person 852 1,654

Table 5: Statistics of history textbooks and knowl-
edge base.

Our results are shown in Table 6. (Refer to [20] for the
other details of each test set.) Center exam for the phase 1
was the score of 77, for the phase 2 was the score of 72. In
the phase 2, there were five kinds of exams. The precision
of these five exams were 71.4 (UTokyo), 62.5 (KyotoU), 71.8
(Hokkaido), 62.7 (Waseda), and 80.0 (Chuo).

The RER was 98.3% and the ECR was 90.1% ~ 95.2%.
The distributed representation was equally effective for heuris-
tics for the center exam in the phase 2, which is shown in
Table 7.

577

exam name | marks | correct | incorrect | NA
Phase 1

Center Exam [ 77.0/100.0 | 28 | 8 |
Phase 2

Center Exam [ 72.0/100.0 | 28 | 13 |
Secondary Exam

CU Lit(247) | 32/40 32 8 11
HU(844) 23/32 23 9 10
KU(750) 30/48 30 18 5
UT(792) 5/7 5 2 6
WU_Edu(476) | 27/43 27 16 7

Table 6: Results for 7 kinds of test sets in Phase
1 and 2. The results are not returned yet for the
secondary exam.

Phase 2

No Heuristics 26 | 15
Distributed Repr | 28 | 13
Heuristics 28 | 13

Table 7: Results for center exam in Phase 2.

3. CONCLUSION

This paper describes the question answering system de-
veloped at Dublin City University for participation in the
QA Lab shared task in NTCIR-11. We participated in three
tasks: center exams (multiple choice) in Phase 1 and 2, and
secondary exams (written) in Phase 2. Our results for cen-
ter exams in Phase 1 was 77.0/100.0 which was the first
among seven submissions, for center exams in Phase 2 was
72.0/100.0, and for secondary exam in Phase 2 was 72.0,
and for secondary exam task in Phase 2 in terms of preci-
sion were 71.4 (UTokyo), 62.5 (KyotoU), 71.8 (Hokkaido),
62.7 (Waseda), and 80.0 (Chuo).

We built a QA system where we use our type-I seman-
tic parser to acquire meaning representation, or case frame
graphs, from history textbooks using commonsense knowl-
edge. We used distributed representation for OOV words
and missing assertions. We added prototype functionality
for handling implicit arguments/relations, causality analy-
sis, time analysis, and temporal order analysis by heuristics.
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