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ABSTRACT

Textual Entailment (TE) is a critical issue in natural language
processing (NLP). In this paper, we report how our hybrid
approach system works in NTCIR-11 RITE-VAL task [15]. We
attended both Fact Validation (FV) and System Validation (SV)
subtasks for Chinese. In the SV subtask, we also attended both
binary classification (BC) and multi-classification (MC). For the
SV BC subtask, our system detects eleven special cases for the
input pairs, and uses twelve SVM classifiers to do classification.
The results then are integrated as the system report. For the SV
MC subtask, we also train four SVM classifiers for the
Bidirectional, Forward, Independence, and Contradiction. The
results are integrated by rules. For the FV subtask, our system
searches the Wikipedia to find the top one T1 and decides the
entailment relation to T2 by rules.
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1. INTRODUCTION

TE can be briefly defined as: ”Given a pair of sentences (T1, T2),
a program has to decide whether the information in T2 can be
inferred by T1”. TE can be used in various applications, such as
question answering system, information extraction, information
retrieval, and machine translation [2]. Traditional approaches to
TE are based on the semantic and syntactic similarity of the words
in the sentences. Once a system can decide whether T1 entails T2
or not, it can be regarded as an information filter to help users find
useful information.

Liang-Pu Chen?, Tsun Ku®

?Institute for Information Industry,
Taipei, Taiwan, R.O.C
eit@iii.org.tw, cujing@gmail.com

Based on our machine learning approach in NTCIR-10 RITE-2
[1][11], we improve our system with more rules to achieve a
hybrid system. We attend all the Chinese subtasks: BC, MC, and
FV and submit 5, 4, and 5 runs respectively in formal run for both
traditional Chinese (CT) and simplified Chinese (CS) datasets.

In the BC subtask, given a sentence pair (T1, T2) a system has to
decide whether T1 can infer T2. If T1 can infer T2, then the
system outputs “Y”, otherwise, the output is “N”.

In the MC subtask, given a sentence pair (T1, T2) a system has to
decide whether T1 has any entailment relation with T2 or not. If
T1 can infer T2, and T2 cannot infer T1, the system outputs “F
(forward)”. If T1 can infer T2, and T2 can also infer T1, the
system outputs “B (bidirectional)”. When T1 and T2 cannot both
be true, it is a contradiction, the system outputs “C
(contradiction)”. If T1 cannot find any relation to T2, the system
outputs “I (Independence)”. Table 1 shows the examples of
sentence pairs in the training corpus.

Fact validation is a new subtask. Given a sentence T2, the
system has to find the possible related sentence T1 from a large
corpus, such as Wikipedia. Then the system has to decide whether
T1 and T2 has one of the following three entailment relations:
“E(Entailment)”, “C (Contradiction) ”, or “U (Unknown) .
Table 2 shows the examples of relations in the training corpus.

Table 1. Examples of four entailment relations in MC subtask

Type Example

TI:RER @ &4 & oy 42 L Bk
B o
T2: k@HF3EZEREDRA -

Forward

Tl : L2 d §F % % (ASEAN Free Trade
Area F§ ﬁi— AFTA)** 1992 & 3% 1 -

Bidirectional =" 1002 & s i end fap 4§ § 2 % (ASEAN
Free Trade Area) f§j #i- AFTA -
TL: F4 B4 Rdagis L Rgdy €5 &4
Contradiction APRRFAE fEErL e RAA -
T2: F4 B Rdiadth LR TS F S
BEERFOM £20e A
Independence TL: 27 &u h s U

T2: £33 54 £ 423 b

Table 2. Examples of three entailment relations in FV subtask

Type Example

T2 %™ 5 & F - 450 e
FAHMTEREAGEE "L T E)

Entailment
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T2 1359 L= A% o
Contradiction | 42 41 (= %4 %) % 5o BAE (15347
dh)

Unknown

T2 @ S5 f A1992& P 447 - =8 L f % o
RERFGIEEZRE L)

7

2. Research Methodology

There are various approaches to the TE in previous works,
ranging from theorem proving to using linguistic-resource such as
WordNet [3]. Our hybrid approach is based on both machine
learning and rules. After we made more observation on the dataset,
we decide to detect special cases by rules first and then train SVM
classifiers [4] for each class. Our special cases are a subset of the
unit test in system validation training data types because some
semantic classes in the unit test are hard to detect for computer.

3. System architecture
Our system can deal with both CS and CT datasets. Figure 1
shows the system architecture of our SV system. The basic

CLNNTS 95 9

components are “preprocessing”’, “word segmentation”, “special

CIINET)

case filter”, ”sub-systems for special cases”, “feature extraction”,
and “SVM?” classifier.

Figure 2 shows the system architecture of our FV system. The

CLINYS

basic components are “preprocessing”, “Indexing”, “Search”, and
“Filter”.

3.1 Preprocessing
Here we describe our preprocessing module, which replaces some
terms in T1 and T2 before further processing.

3.1.1 Normalizations

The normalizations in preprocessing include several small
modifications on the terms that we regard as the same term. For
example, “F ¥ %h(Stephen J. Yates)” represents the name of a
person in both Chinese and English, and our system will
normalize them into one common representation. Also, there are
many different formats to represent time in Chinese as shown in
Table 3, and our system will normalize them into the same
representation. After the normalization, sentences with the same
meaning but with different terms will be aligned easier. Thus, it
can help our system to find features with higher accuracy.

Table 3. Examples of time expressions [11]

Type

Time expressions in text

Chinese only

— {4 E- 1y =]

Full type digit with Chinese

1997&223¢

Half type digit with Chinese

1997#2% 23 p

Digit only

1999-05-07

Duration

1999 £ £ 3 2001 &

3.1.2 Background knowledge matching and
substitution

The first part of our preprocessing system is to normalize
synonym terms. The necessary knowledge can be collected from
Wikipedia, HowNet[5], or TongYiCi CiLin [6].

Preprocessing

v

Word Segmentation

/

Special Case Filter

" BC

\

" MC

Feature extraction

Figure 1. SV System flowchart (BC/MC)
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Wikipedia

7 difference in sentence length (character)

absolute difference in sentence length (character)

9 difference in sentence length (term)

10 absolute difference in sentence length (term)

Preprocessing ocessing
(normalizations) ¢
v .
) SegmentationWord
Indexing

|—> Search <
v

Ranking

Inference

Figure 2. FV System flowchart

3.2 Word Segmentation and Chinese

character conversion

Word segmentation of Chinese is necessary and is done by the
open source program Jcseg [8] in our system, we use the 1.9.5
version. Jcseg can handle both traditional and simplified Chinese.
It only requires another lexicon bases. There are quite large
lexicon bases available.

3.2.1 Stop Word

Jeseg also provides the stop word filtering function. When the
program does the word segmentation, it can also filter out
punctuations, adverbs, or particles'. We use the stop word filtering
function in our FV subtask. The stop word list is available from
Internet, such as the one provided by Harbin Institute of
Technology [7].

3.3 Feature extraction
In this section, we briefly introduce the features used in SVM,
which are the same as those we used in previous work.

Table 4. Features Used in Our System

No Feature

1 unigram_recall

2 unigram_precision

3 unigram_F_measure
4 log_bleu_recall

5 log bleu_precision

6 log bleu F_measure

! http://sites.google.com/site/kevinbouge/stopwords-lists

The first three features are the numbers of common terms in both
T1 and T2. The next three features are the BLEU scores [13][14].
The rest four features are the numbers and differences of sentence
lengths of T1 and T2.

3.4 Special cases in RITE-VAL Chinese

dataset

The dataset of SV subtask provides 28 specific language
phenomena, which are far more than the special case analysis in
our previous work. This year, we implement a more detailed
special case analyzer to detect 11 of them, the easier ones.

To detect the special cases, our system first deletes the common
terms in a T1 and T2 pair, and applies the following rules to the
rest different terms.

Here we list eleven cases:
Casel. Abbreviation

The same terms might appear in both T1 and T2 in their original
form or the abbreviation form. Our rule to detect abbreviation is to
compare the terms, if a character in one sentence is included in a
term in which the same character order appears in another
sentence, and then it is considered as an abbreviation.

Case 2.Antonym

Antonym means that a term cannot be true at the same time in the
opposite situation. Antonym is a strong indicator of contradiction.
Our system uses an antonym list to detect whether there is an
antonym or not. The list consists of 814 pairs of antonym.

Case 3.Apposition

Apposition is a way to give an alternative name to an entity,
which refers to the same thing. Our system finds apposition when
it is detecting between T1 and T2 an additional term following
right away the original entity. This rule is not very accurate since
the additional term might not be an apposition.

Case 4.Case_alternation

Case alternation means T1 and T2 shared the same verb and the
voice of the verb is different from each other. Our system detects
the case alternation by finding whether the “4% (bei)” structure is
applied.

Case 5.Exclusion:quantity

Quantity information exclusion means the numbers are different

in T1 and T2. Our system will normalize the numbers before
matching the values.

Case 6.Exclusion:temporal

Temporal information exclusion means the time expressions are
different in T1 and T2. Our system will also normalize the time
expressions before matching the values. If the unit of time is
missing in one of the pair, our system will use the unit in the other
sentence as the default unit.

Case 7.Negation

If the only different term is a negation term, then T1 and T2 are
considered as a contradiction pair. Our system can detect whether
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or not the different terms contain such Chinese character as “#&

(Wu)” N “7\ (bu)” N “?E—(fei)” [N ‘7 (mel) “;\(Wuei)” N
“# (jieng)” or not.
Case 8.Quantity

The only difference between T1 and T2 is the expression of the
same number.

Case 9.Scrambling

If there is no different term found, our system will regard T1 and
T2 as scrambling.

Cases 10.Synonymy:lex

Synonym means a term has the same meaning with the other one.
This is a strong indicator of entailment. Our system uses a
synonym list to detect whether there is an synonym or not. The
list consists of 630 pairs of synonym.

Case 11.Temporal

The only difference between T1 and T2 is the expression of the
same time.

Table 5 lists examples of each case.

Table 5. Examples of special cases

Case Example
Hic T EERF TR (AEAR) fr
* + 5 <;1 °

Case 1 (22 2) PR
Hic T AR F it (ER) {v (32
ﬁ>> <;1 °

Case 2 S R N ek Stk 3
RBER LA LAY R 2 L kMaFER? -

Case 3 Fo 44 ’i%f‘*?ﬂ R EEE e
Fef L BRI AR FE o

Cased | I PE 2 r@é»fr:ﬁ“«%’i HoA B -
»,f,pﬁ;,ﬁ;am e AT R HA -
TEEAAT hAn A - At -

Case 5 jﬂglf :~E€4 ‘Tekf ﬁ% HA 5
Fﬁlﬁllf’;é_rﬁgd_%imﬁ%%{iﬁ‘i%°
GF 4 &2 1768 # 30 21 p iz WA
D g ja :l;# °

Case 6 j@%p/g s 2
WEA-EEA3E 1768 " 21 p Aiz BGp
ég\E 4!4 °

Case 7 kY (Egeriadensa) %] %y ¥ o
'k % (Egeriadensa) % £ ¥ 25dfdn ¥ o
KBEFT A E A RFAS P gk BET
umwiZ:\( °

Case 8 J\eﬂj_“?i{,g_]\‘;em DR UP R RET

Eda e o

Case 9 )ﬁ"{ A3 EA B RL L aRes o
LG EA B RL VLR E R -

Case 10 Sk FAARE
e L s o I
NEL - EEL AL e RERE o g

Case 11 ?\0 r—— T
HEA - B2ELI9Y &2 REKE 7o F2E
Fo
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3.5 Support vector machine

The SVM tool used in our system is the LIBSVM [11], which can
be used to train both binary-class classifier and multiple-class
classifier. In the formal runs, sometimes we use only binary class
classifier. In BC runs, we separate the input pairs into special
cases and train a binary class classifier for each special case. In
the MC runs, we use four binary class classifiers in the four
classes, and the final result is integrated by rules.

3.6 Indexing and Search

To find the T1 fast in FV subtask, we use open source search
engine software Lucene [9] to build the index of Wikipedia. The
content of Wikipedia is separated into sentences. We use the
keywords in T2 to search the top 100 sentences for further ranking
described in the following sub-section.

Each T1 candidate in the Lucene search result will be given a
score by the default scoring formula:

score(q, d) = coord(q, d) X queryNorm(q)
(tf(tind) xidf(t)?

tind

X

X t. getBoost X norm(t,d)) (D
where coord(q, d) is the number of matched terms. And the
queryNorm(g) is normalized weight of the query terms in g.

queryNorm(q) = ! ?2)

J/sum Of Squared Weights

The #f{ t in d) is the square root of the term frequency of the term ¢
in document d.

tf(tind) = /frequwncy (3)
The idf{t) is the inverse document frequency.
idf () = 1+ log (2% y (4)

docFreq+1

Where numDocs is the total number of documents, and docFreq is
the document frequency of term ¢. The 1 added is to prevent from
getting a zero idf(r). The t. getBoost is the search weight, the

default value is 1. And the norm(t, d) is defined as:
norm(t,d) = lengthNorm

X f.boost

field f ind named as t

Q)
Which takes the index weight f.hoost into account.

3.7 Ranking T1
To find a better T1, we adopt the well-known TFIDF [10] to find
the top T1 out of the 100 candidates. The importance of a term in
T2 is calculated according to the TFIDF formula, where the
relative frequency is defined as:

My

fl'] Yk Nk j

where n; jis the frequency of the term in document d;, and ¥ 1y,
is the sum of the frequency of all the terms. The higher the TF is,
the more important the term is. IDF of a term is to calculate the
inverse document frequency. The formula is defined as:

idf; =1 @)

[D| is the number of total documents (100 in our experiment).
[{j: t; € d;}| is the number of documents contains term ¢; .1 is

(©)

og D]
1+|{j:tiEd]'}|
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added to prevent from dividing to zero. The importance of a

term in a document is calculated according to the TFIDF formula:

tfidfy; = tf;; X idf; ®)
Our system ranks each retrieved sentence according to the score:
Score = 0.2 X score(q,d) + tfidf; ; )

which is a weighted sum of the retrieval score of Lucene and the
TFIDF values of keywords in both T1 and T2. In our experiments,
we find that the 0.2 is a proper weight for the training data.

3.8 Inference

After ranking the search result, our system finds the top T1, then
checks the entailment relation of the T1, T2 pair with the
following inference rules. Since the T1 is a sentence with the
same keywords as T2, our system focuses on the minor
differences.

1. Negation detection.
By detecting the number of certain Chinese negation terms as
discussed in 3.4, our system can detect single negation and
double negation [13][14]. For example, a double negation
might be 7 # % 21 /8 (No show is not allowed. )”, which is
equal to a positive statement.

Antonym detection
By detecting the antonym as discussed in 3.4, our system can
detect possible contradiction.

3. The number of common terms
The more common terms they have, the more likely that T1
and T2 are expressing the same meaning.

Synonym detection
In the FV-05 run, we consider theT1 and T2 pair as forward
entailment if synonym is detected in both T1 and T2.

When negation or antonym is detected, our system will label the
pair as “C”. Otherwise, our system just counts the number of
common terms. If the ratio is above 50%, our system will label the
pair as “E”. If the ratio is lower than 50%, our system will label it
as “U”. If the ratio is further lower than 33%, our system will also
label it as “C”. These heuristic rules are designed by human after
a careful observation of the system results on training set.

4. Experiment Result
In this section, we will report the experiment results on test set.

4.1 Formal run results
The MacroF1 of formal run results of our system are shown in
Table 6 and Table 7. The setting of each run is as follows:

BC-01: Use only the forward pairs in the RITE-VAL SV training
set.

BC-02: Use both the forward and backward pairs in the RITE-
VAL SV training set.

BC-03: As BC-01 with special cases analysis °
BC-04: As BC-02 with special cases analysis °

MC-01: Use both the forward and backward pairs in NTCIR10
and NTCIR11 training set with special cases (case2 - case5 ~
case6 ~ case7 ~ casel0) °

MC-02: Use both the forward pairs in NTCIR10 and NTCIR11
training set for training a multi-class classifier.
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MC-03: Training set as MC-01 run, for training a multi-class
classifier.

MC-04: Training set as MC-01 run, for training four binary-class
classifiers. The result is the integration of the result of the
classifiers.

FV-01: Use the top 1 return sentence of Lucene as T1.

FV-02: Re-rank the returned sentences with TFIDF and Lucene
score.

FV-03: Re-rank the returned sentences with only TFIDF.

FV-04: Re-rank the returned sentences with the TF and Lucene
score.

FV-05: As FV-02. With synonym detection.

Table 6. Formal run MarcoF1 of our system in RITE-VAL SV
task

BC MC
RUN CS CcT CS CT
RUNO1 34.32 34.46 37.64 35.43
RUNO2 52.60 51.99 31.06 31.27
RUNO3 56.03 56.00 32.95 32.95
RUNO4 56.75 56.24* 40.41 40.52
RUNO5 - - 40.32 40.54*

Table 7. Formal run results MarcoF1 of our system in RITE-VAL
FV task

Run CS CT
RUNO1 36.76 38.04
RUNO2 38.78 39.51*
RUNO3 37.00 37.72
RUNO4 36.89 37.69
RUNO5 38.93% 39.36

Table 8.Confusion Matrix of FV-02

gold\system E C U
E 167 12 43
C 129 20 52
U 72 31 87

4.1.1 Formal run error analysis

Table 8 is the confusion matrix of our RITE-VAL FV-02 run. We
can find that our system tends to misclassify C and U into E, there
are 201 cases like this.

We fund that there are five major causes of our system errors:
Casel: Substitution failures

One major function of our preprocessing module is to substitute
terms with the same meaning. The substitution failures are caused
by the difficulty to implement all the necessary rules on one side
and still maintain the necessary language resources on the other
side.

Case2: Lack of background knowledge

Inference based on knowledge is necessary for many difficult
pairs. However our system only uses very simple rules to detect.

Case3: Negation detection error
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Our negation detection rules are quite simple. They only check
whether the certain characters appear or not without further
analyzing the formula of negation.

Case4 : Synonym/antonym detection error

In the formal run, many errors are caused by the fail of
synonym/antonym detection. Since our lists of synonym/antonym
are quite short, further extension of the list is needed to improve
the detection result.

Case5 :T1 candidate search failure

In the formal run, our system fails to find the best T1 candidates
and causes some errors. In the formal run FV-02, among the 339
errors of our system, we find that 188 cases are caused by the T1
candidate search fail.

Table 9 Lists examples of the five error types.
Table 9. Error case examples in RITE-VAL FV subtask

Type Example pairs
T Ny ds > £- FRMRAES L RAEd o
A AF TN REF AT S TRPAIM A
ﬁﬂ@w@ BERLZAHBRELLS > LI BHT
Casel Bz 4 E A waps £ o
T2: itmit"ﬁ’?%iﬂmﬂﬂ%ii
o
TL: 2 %431 *3‘\»’7’7?‘[‘% s R P et HH e
Case2 | MA¥H&H & -
T2: A EHLERAE -
Tl A0 Pafp@{feit F > BTy 2 %
ﬁF%J dhit § = '?""“”%U?t»?; R EEE
F—&L;}}%/‘ﬁ'\gij’ﬁﬂ$% ¥ ¢ %’fﬁ';
Case3 WA -
PELE AR M T AL BB AR
ez i
TLo o 20 A SEFREER S ATk X R d A
Cased | 2 M5 4 F,Jz s BIH 14 ghi2 3 % G -
T2: § Fend j A E miEda k
T1: B H A hb Bhen2 (L B e dp Bf o
CaseS I ek ol HE S | B AN

4.2 DISCUSSION

From the formal run results, we can find some facts. In the BC
subtask, Table 6 shows that the special case detection helps to
increase the performance up to 17.53 and 18.28 for CS and CT
respectively, which is very huge. With more training set, the
system performance increases further 4.15 and 4.25 for CS and
CT respectively. In the MC subtask, Table 10 shows that the
performance of our system with more binary classifier (MC-05) is
better than with single multi-class classifier (MC-03). In the MC-
01 run, we added the special case analysis to the system; the
flowchart is shown in figure 3. Table 11 shows that the
contradiction can be detect correctly in this run.

Table 10. System performance of using single multi-class
classifier or four binary classifiers

CS CcT
RUN MacroF1 Acc. MacroF1 Acc.
MC-03 32.95 42.17 32.95 42.17
MC-05 40.32 43.08 40.54* 43.33

Table 11. The number of correct pairs in MC-CS

RUN B F C |
MC-01 118 141 211 23
MC-02 271 205 1 23
MC-03 278 185 1 42
MC-04 168 170 129 41
MC-05 160 165 162 30

In FV subsection, Table 12 shows that re-ranking the search
results with both TFIDF and Lucene scores gives better result.
The performance of the contradiction class is lower than the other
two classes. These results suggest that we need to improve the
detection of contradiction.

Table 12. FV-CT runs results
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RUN MacroF1 Acc. E-F1 C-F1 U-F1
FV-01 38.04 42.90 56.03 17.78 | 40.33
FV-02 39.51 44.70 56.61 15.15 | 46.77
FV-03 37.72 42.41 54.58 14.87 | 43.70
FV-04 37.69 44.05 53.82 9.48 49.76
FV-05 39.36 44.54 55.61 14.79 | 47.69
PreprocessingPrepr
v
Word
v
Special Case Filter

Case2 Case5 Case6 Case7 Casel0 Others

Feature extraction

=N,

SVMO (C)

SVMI ()

| SVM2 || SVMS5 || SVMeé6 || SVM7 | SVM10 |

SVM2 (B)

SVM3 (F)

ResultResult

Figure 3. SV-MC-01 System flowchart

4.3 ADDITIONAL RUNS

In the additional runs, we build SVM classifiers to see if the
classifiers can help the FV task. The first SVM classifier is a
multi-class (MC) classifier and the test result is shown in Table 13.
The Entailment recognition result is improved, while the
performance of contradiction and the unknown is declined.
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Table 13. Confusion Matrix of the MC classifier for FV

gold\sys E C U
E 206 0 16
C 178 2 21
U 173 2 15

Then we build three binary class (BC) classifiers for the
Entailment, Contradiction, and Unknown classes. The result is the
combination of the output from the three classifiers. Experimental
result is shown in Table 14. The Entailment recognition result is
further improved, while the performance of contradiction and
unknown is further declined.

Table 14. Confusion Matrix of the three BC classifiers for FV

gold\sys E C U
E 212 0 10
C 190 0 11
U 182 0 8

Table 15 shows the comparison between the formal run and
additional run on the FV result. The rule-based approach in formal
run performs better than both the MC and BC SVM classifier
approaches. We also find that it is hard to recognize contradiction
and the unknown in our system.

Table 15. Comparison of the formal run and additional run on the
FV results

RUN MacroF1 Acc. E-Rec | C-Rec | U-Rec
Formal run 39.51 44.70 75.23 9.95 45.79
MC 23.40 36.38 92.79 0.99 7.89
Three BC 19.97 35.88 | 95.49 0.0 4.21

5. CONCLUSIONS AND FUTURE WORKS
This paper reports our system in the NTCIR-11 RITE-VAL CT-
BC, CT-MC, CS-BC, CS-MC and FV subtasks. This year we use
more SVM classifiers instead of more features. Our new approach
shows good improvement compared with previous works. Though
the approach is promising there is some future work needed to be
done.

More types and higher accurate special case detection: From
the formal run result, we can find that separating into special cases
can improve overall accuracy. In the SV dataset, there are 28
language phenomena; however, currently our system can only
detect 11 of them. We need more linguistic resources to detect all
of them.

Increase the size of training set: It is a common sense in
machine learning that the more training set is the higher the
performance is. Our study also shows the same direction.
Currently the size of training set is too small. We need to enlarge
the training set for better results.

More linguistic resources are needed. Our system performs
badly on entity recognition. We need a better way to improve our
NER result.

FV contradiction detection needs more study. In our formal run
result in RITE-VAL, our approaches to FV shows low
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performance on the contradiction detection. We need to integrate
some keyword for contradiction detection on T1 search to get
better result.
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