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ABSTRACT
This paper describes the submission of BnO team to the
RITE-VAL Fact Validation task [11] for English in NTCIR-
11. In this submission, the BnO team formulated the fact
validation as a textual entailment task, where the objective
is to find a piece of text from a corpus such that it entails
the stated fact. For that purpose, BnO team made use of
search results retrieved by the search engine TSUBAKI as
text T side of textual entailment pairs. Then, we used a
logical algebraic inference system developed in [18] to test
whether or not an entailment relation exists between the sen-
tences retrieved by TSUBAKI and the hypotheses. We also
tested a classifier based on Random Forests that used the
output from the inference engine and other features related
to TSUBAKI search results.
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1. INTRODUCTION
In a fact validation task, the objective is to find a source of

information such that it entails or contradicts the fact state-
ment (or hypothesis). Fact validation comprises a wide set
of challenges, such as assessing the accuracy or faithfulness
of the information source, and assessing whether such infor-
mation source logically entails the hypothesis. In this year’s
fact validation task, the source of information is Wikipedia,
and thus we assume that the source is reliable, that there are
no attempts to introduce unfaithful pieces of information,
and that the source of information contains all information
necessary to prove or disprove the hypothesis. With the ob-
jective of casting the formulation of the fact validation task
as a textual entailment task, we also assume that the hy-
pothesis does not entail nor contradict itself, and that other
sources of information are strictly necessary to validate the
hypothesis.

In principle, fact validation would require to search in a
vast amount of data such as plain text or (semi-)structured
databases. However, setting up a natural language interface
to a database, or a search engine to retrieve relevant content

from Wikipedia is not straightforward, and the task organiz-
ers provided the top 5 results of TSUBAKI [16] search en-
gine. Each result from TSUBAKI consisted of 5 sentences,
scored with a measure that quantifies the similarity between
each search result and the hypothesis (the fact that needs to
be validated). Thus, we also worked under the assumption
that the relevant content to validate a hypothesis had to be
present in the search results obtained by TSUBAKI.

From our perspective, fact validation is a very relevant
end-application that requires the development and imple-
mentation of a wide array of natural language processing
techniques. Specifically, it can be regarded as an exercise of
integrating information extraction and textual entailment,
with the purpose of enabling fact validation.

In this task, our objectives were:

1. To understand what are the main challenges of inte-
grating information extraction and textual entailment
recognition for the task of fact validation.

2. To compare our in-house logic-based textual entail-
ment recognizer to other state-of-the-art systems.

3. To test preliminary ideas on the integration of statis-
tical entailment recognizers with logic-based systems.

In Section 2 we briefly review other attempts for fact val-
idation and textual entailment. In Section 3 we describe
our logic-based system and our statistical classifier. Sec-
tion 4 describes our experimental conditions and setup, and
we present our results in Section 5. We close this paper with
some conclusions and future steps in Section 6.

2. RELATED WORK
The task of recognizing textual entailment has attracted

interest since it is a good test bed to assess extrinsically
the performance and usefulness of many NLP technologies.
Moreover, achieving a high performance in the recognition of
textual entailment would also potentially benefit other ap-
plications of natural language processing such as text sum-
marization, information extraction or question answering.
At the NTCIR Fact Validation Task, our strategy consisted
in using a textual entailment recognizer to find positive or
negative entailment relations between any sentence from a
corpus and the target fact (or hypothesis) that we had to
validate.

Unlike other NLP applications, most successful state-of-
the-art textual entailment recognizers are based on logical
inference engines, being the work in [1, 2] some of the most
prominent systems. These systems (and others based on
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logical inference), first represent the text T and hypothesis
H using a structured representation (parse trees or logic for-
mulae), and then apply sequences of rules that aim to prove
whether or not the hypothesis can be produced (or logically
derived) from the text. These systems may optionally make
use of external linguistic resources (such as WordNet [6]) or
common background knowledge.

Many other approaches have been adopted for the task
of recognizing textual inference, such as computing edit-
distances between tree representations of a text T and a
hypothesis H (plus a threshold) [14, 8, 12], syntactic trans-
formations that aim to derive the syntactic structure of the
hypothesis given the syntactic structure of the text [7, 15],
aligning components of T and H [10, 5], and ensembles of
several recognizers that attempt to take advantage of the
strengths of a set of decision mechanisms [17, 19]. We re-
fer the readers to [4] for a comprehensive description and
comparison of these approaches together with an analysis of
particular systems.

Our submission to NTCIR Fact Validation Task consisted
in a system that performs logic inference and that makes
use of external linguistic resources on-demand. Moreover,
we also submitted the results of a preliminary investigation
that combines the predictions of our logical system using an
ensemble machine. We describe our systems in Section 3.

3. METHODOLOGY
Our first submission consisted in the results obtained by

tifmo, an algebraic search engine that follows the logical in-
ference approach. Our second submission consisted in re-
sults obtained by a statistical classifier that builds on top
of the logical system, and that uses features extracted from
T-H pairs together with the output from the logical system.
These methods are described below.

3.1 Algebraic Inference
Our first submission consisted in the results obtained by

tifmo [18], an RTE system based on the Dependency-based
Compositional Semantics and logical inference. The system
uses Stanford CoreNLP to parse sentences into dependency
trees and resolve coreferences. Then, a rule-based conver-
sion from the dependency trees to DCS trees is performed,
to obtain a semantic representation of the sentences. Logical
inferences are conveyed upon the semantic representation by
tifmo’s algebraic inference engine, trying to deduce the se-
mantic representation of H from the semantic representation
of T.

To compensate for the strict nature of logical inference,
tifmo also generates some on-the-fly knowledge from a T-H
pair, in case H is not already proven from T. The on-the-fly
knowledge is generated as DCS tree transformations from
T to H, and is evaluated by some distributional similarity
score, which by default uses Mikolov’s word vector [13]1.
On-the-fly knowledge with a similarity score higher than a
threshold (which is set to 0.4 by default) is used in logical
inference, and a “Y” label is outputted if and only if H is
finally proven.

To apply tifmo system on the fact validation task, we
concatenated all sentences from search results in TSUBAKI,
and use them to build a T side of T-H pairs. No extra tuning
is performed on the system.

1https://code.google.com/p/word2vec/

3.2 Statistical Recognition
Our second submission consisted in the output produced

by a statistical binary classifier. Our statistical binary clas-
sifier was a function f : F+ → {Yes,No} that given a list of
feature values F+, it outputs a textual entailment judgment
(Yes or No). The parameters of such function f were esti-
mated from the observation of the training and development
sets. More specifically, each observation of the training or
development sets consisted in a T-H pair, where H was the
hypothesis (or fact) that we had to validate, and T was the
concatenation of all sentences of each search result produced
by TSUBAKI.

The features extracted from each T-H pair were measure-
ments of its characteristics, such as the entailment decision
produced by tifmo, the confidence score on such entailment
decision (also produced by tifmo), similarity scores of each
sentence in T with respect to the hypothesis (as given by
TSUBAKI), and the minimum scores across each search re-
sult. TSUBAKI also produced the number of search results
that a query containing the hypothesis produced, and we
added this number in our feature set. The rationale was
that search queries with a larger number of results could be
a signal that the hypothesis (or fact) has more chances to be
partially stated somewhere else. Then, we scaled the feature
values of our observations in our training and development
sets. A list of features used in the statistical recognition can
be found in Table 1, together with a short description and
the type of feature.

We used Random Forests [3] as a machine learning algo-
rithm to estimate the parameters of the function f given
the feature values described above. Random Forests is a
method that builds a multitude of decision trees on different
partitions of the training data, and then combines the deci-
sions into a unique decision using a majority vote. Random
Forests is an ensemble method by itself, since it combines
the judgments of many decision functions (decision trees). In
our application, we add tifmo’s judgment decision and con-
fidence to the feature set, thus enlarging the ensemble using
signals from another entailment recognizer. We selected the
most relevant features using a feature importance method
based on Random Forest, where the value of each feature is
permuted across its domain and the impact on classification
performance in out-of-bag observations is measured. Fea-
tures with a positive impact (or importance) were the ones
used to train the final system that was used on the test set.

4. EXPERIMENTAL SETUP
We used the Stanford parser to build the DCS trees, and

tifmo [18] to carry out the logical inference. We set the
threshold value to the linguistic similarity at 0.6, since such
threshold showed good performance in past evaluations and
some preliminary experiments. We used the R package ran-

domForest [9] for the estimation of the statistical binary
classifier and to run the feature importance, and we used
500 decision trees when training the ensemble.

In order to select the optimal number of features that
lead to the highest accuracy, we run several leaving-one-out
cross-validations on the training set using 10, 15, 20, 25 and
30 features. The optimal accuracy was found when using 20
features, and that number was used in testing. Surprisingly,
tifmo’s binary entailment judgment was estimated to have
a negative impact on the performance of the classifier, but
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Feature Short description Type
tifmo’s decision Whether tifmo judges the T-H pair as a positive or negative entailment Binary
tifmo’s confidence The confidence score that tifmo produces on its own entailment decision Real
Scorei,j Similarity score of sentence i of search result j w.r.t. H Real
Min scorej Minimum similarity score of search result j w.r.t. H Real
Total search resultsj Total number of search results provided by TSUBAKI for hypothesis j Integer

Table 1: Features used in the construction of a statistical classifier that judges whether or not any of the
search results provided by TSUBAKI search engine entails the hypothesis (fact). The feature name, a short
description and the type (after scaling) of the feature values are displayed.

system Accuracy
prior 62.53
run 1: logical inference 52.80
run 2: statistical classifier 61.35

Table 2: Results of our systems based on logical
inference and the statistical classifier. The accuracy
was measured in a leaving-one-out cross-validation
on the concatenation of training and development
sets.

system Macro F1 Accuracy
run 1: logical inference 53.17 55.85
run 2: statistical classifier 45.29 52.66

Table 3: Results of our systems on the test set, as
provided by the task organizers. We scored first and
last using run 1 and run 2, respectively.

its confidence score proved to have a very positive impact.
Other features that had a positive impact (and that were
selected for the testing run) were the total number of search
results, the minimum similarity scores of each search result,
and the similarity scores of some sentences from the search
results.

5. RESULTS
In our preliminary experiments, we evaluated our systems

using the accuracy in a leaving-one-out cross-validation set-
up on the observations from the training and the develop-
ment sets. Results can be found in Table 2.

Every prediction of our systems consist in a binary {Yes,
No}-judgment. The frequency of occurrence of each judg-
ment in the training and development set is Yes at a 38%
and No at a 62%. Thus, a näıve system that uses infor-
mation on the prior to output always “No” would have an
accuracy of 62% in the (blinded) test set assuming that the
test has the same distribution on the labels Yes/No. How-
ever, we did not submit such system based on the prior as a
formal run. The label distribution in the test set (released
after the formal run submission) was Yes at a 39% and No
at a 61%, which is very similar to the distribution of labels
observed in the training and development data.

Results of our systems on the test set (as provided by the
task organizers) can be found in Table 3. As we can observe,
the logical inference system (run 1) achieved a higher Macro
F1 and accuracy with respect to our statistical classifier (run
2).

6. CONCLUSIONS AND FUTURE WORK
One approach to fact validation consists in searching a

corpus of plain text to find potential candidate text portions
(Ts) that may entail the hypothesis or fact (H). Since setting
up such a search engine to retrieve candidate text portions is
not a trivial task, the task organizers provided participants
with 5 search results, each result consisting of 5 sentences.
However, from a manual analysis on the training data, we
found that, in some hypothesis (or facts), all search results
did not contain enough clues for a human to judge whether
there is a positive entailment relationship, without external
knowledge resources.

This observation suggests that the fact validation in this
shared task might be more challenging than other traditional
setups of textual entailment, and that the search for pos-
sible text portions that may entail the hypothesis should
not be overlooked in future applications. One of our objec-
tives this year will focus on the development of integrated
techniques that are capable of mining background knowl-
edge on-demand, from either plain text or (semi-) structured
databases, as we believe lack of knowledge and clues is one
of the current bottlenecks in our systems.

As we could observe from the evaluation of the formal
runs, our system based on algebraic inference performed bet-
ter that our system based on the statistical classifier imple-
mented using Random Forests. From the results, we could
say that Random Forests did not manage to find a meaning-
ful function that puts in correspondence the features values
extracted from T-H pairs, and the true entailment judgment.
One explanation is that the amount of data was not large
enough for Random Forests to estimate appropriate param-
eter values; another explanation could be that the features
that we extracted were not significant and did not make the
contributions in the classification power that we expected.
We favor the latter explanation and, in this respect, we plan
to derive some more features such as the maximum similar-
ity score (and its standard deviation) of all sentences from a
single search result, and the the maximum (and standard de-
viation) similarity score across all sentences from all search
results of a given T-H pair.

In a parallel line of research, search engines could score
search results using more elaborated metrics, such as tree
edit distances or partial subsumptions between logic repre-
sentations of the search results and the logic representations
of the hypothesis (that is used as a query). Such integration
of textual entailment components into search engines would
lead to obtaining search results that are semantically more
related to queries, and would favor fact validation tasks.
However, search engines rely on similarity scores that can
be computed efficiently, which may pose a challenge.
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