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ABSTRACT

The NAK team participated in the NTCIR-11 RITE-VAL
task. This paper describes our textual entailment system
and discusses the official results. Our system adopts statis-
tical method: classification of the support vector machine
(SVM). For Japanese SV subtask, our best result was 63.19
for macro-F1 score and 74.55 for accuracy. For Japanese F'V
subtask, our best result was 53.07 for macro-F1 score and
60.82 for accuracy.
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1. INTRODUCTION

This paper describes our textual entailment recognition
system for Japanese SV and FV subtasks in the NTCIR-11
RITE-VAL task[3] .

Recognition textual entailment (RTE) is focused on as a
shared task to understand natural language. When a pair
of text T(Text) and H(Hypothesis) is given, RTE task is to
determine whether the T entails H or not. For example,
following the pair of text is given:

T: Yasunari Kawabata won the Nobel Prize in Literature for
his novel “Snow Country”

H: Yasunari Kawabata is the writer of “Snow Country”
Then T entails H if we can judge H is right from T.

One approach for the RTE task is the binary classifica-
tion of machine learning. Support Vector Machine (SVM)[5]
is one of the binary classifiers which can perform most ef-
ficiently. In the RTE task using SVM, the classification
performance depends on the features extracted heuristically.
Thus feature extraction plays an important role.

Word2vec[4] is a tool that can extract the feature as vec-
tor representations from words. The skip-gram model imple-
mented in Word2vec is an efficient method for learning dis-
tributed vector representations. Distributed representation
of words in vector space helps better performance in natural
language processing tasks by grouping similar words. It is
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Figure 1: The overview of textual entailment system

important for RTE task to consider a semantic similarity of
words.

This paper is organized as follows. Section 2 describes our
binary classification system. We show and discuss the result
of the NTCIR-11 RITE-VAL task in Section 3. In the end,
we conclude in Section 4.

2. SYSTEM DESCRIPTION

Our system consists of three steps. First step is pre-
processing of morphological analysis and syntactic analy-
sis mainly. Second step is feature extraction, and here we
implemented 12 features. Third step is the SVM classifica-
tion using features extracted by step 2. Figure 1 shows the
overview of our system. In this section, we explain descrip-
tion of each step.

2.1 Preprocessing

In this step, we use two tools: JUMAN! and KNP2. JU-
MAN is a Japanese morphological analyzer and KNP is
a Japanese dependency parser. KNP is implemented not

"http://nlp.ist.i.kyoto-u.ac.jp/index.php? JUMAN
Zhttp://nlp.ist.i.kyoto-u.ac.jp/index.php? KNP
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Figure 2: An example of JUMAN and KNP outputs
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Figure 3: An example of construction predicate-
argument structures

only as a dependency parser but also as reference resolu-
tion, predicate-argument structure analysis, named entity
recognition (NER) and some other functions. Our system
adopted the following functions in JUMAN and KNP.

Morphological Analysis and Dependency Parse
We can get the output like Figure 2 from JUMAN and
KNP.

Predicate-Argument Structure
A predicate-argument structure identifies semantic re-

lations between predicates and their related arguments[1].

Figure 3 shows an example.

Named Entity Recognition
KNP recognizes eight named entities as follows:

ORGNIZATION, PERSON, LOCATION, ARTIFACT,

DATE, TIME, MONEY, PERCENT

Subject Expression
We tagged the noun which is the subject of the state-
ment.

Negative Expression
We tagged the negative expression.

Tense

We tagged the predicate with tense: PAST, PRESENT,

FUTURE.

Wikipedia Entry
KNP detects some phrase which can be searched in
Wikipedia.

2.2 Feature Extraction

In this step, we describe the details of features we im-
plemented. In advance, we defined some notations as the
following:
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e t1: T(Text)

e ty: H(Hypothesis)

e n(x): The number of z, x is a set.
e |z|: Length of z, z is a text.

We have implemented 12 features as follow. Token Overlap,
Chunk Overlap, 4-gram of Token Overlap, Noun Overlap,
and Jaro distance are referred to WSD team’s approach for
the NTCIR-10 RITE-2 task[1]. We mainly proposed Named
Entity Matching, Wikipedia, and Word2vec Distance.

Token Overlap
We split ¢1 and t2 into morphemes in preprocessing.
We defined the token overlap score between t; and to:

n(T1 N Tz)
TO(t1,t2) = ———= 1
O( 1, 2) n(Tg) ( )
where T3 is the token set of ¢; and T3 is the token set

Of tz.

Chunk Overlap
We defined the chunk overlap score between ¢1 and to:

n(C1NCs)
t1,t0) = ———= 2
CO( 1, 2) n(Cg) ( )
where C1 is the chunk set of ¢; and Cs is the chunk set

of ta.

4-gram of Token Overlap
We defined the 4-gram of token overlap score between
t1 and ta:
n(G1 n Gg)
n(G2)

where GG1 is the 4-gram token set of t; and G2 is the
4-gram token set of ts.

4-gramTO(t1,t2) = (3)

Noun Overlap
We defined the noun overlap score between t; and ta:
’I’L(Nl N N2)
_ 4
e 4)

where N; is the set of nouns contained in t; and Na is
the set of nouns contained in .

NO(ty, t2) =

Jaro Distance

The Jaro distance is a measure that considers the num-
ber of matching characters in both strings being com-
pared, and also the number of transpositions which is
defined as the number of matching characters (in a dif-
ferent sequence order) divided by two®. The measure
returns a score between 0 and 1. We defined the Jaro
distance score between t1 and ts:

0 ifm=0
JD(t1,t2) = .
(\m + oy + M) otherwise

where m is the number of matching ¢; and 2 characters
and t is half the number of transpositions.

3http://nbviewer.ipython.org/gist /MajorGressingham /7691723
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Modality
If ¢1 and t2 have predicates whose original is same, we
extracted mi and maz, modalities of ¢t; and t2. Kawada
et al.[2] decided the relation of textual entailment be-
tween my and ma. If m entails ma, the modality score
is 1 and if m1 doesn’t entail m2, the modality score is
—1. Otherwise the modality score is 0.

Named Entity Matching
The tag set of named entity has 8 factors, {tagi|k =
1,2,...,8}, and for each tag we can define the named
entity matching score between t; and t2 by equation:

N Etagy (t1,t2) = max{JD(i, j)|i € n\*?*, j € ny"*}
(6)

is the set of named entity tagged with tagy

“9% is the set of named entity tagged with

t
where n,*%*

in ¢, and n;
tagy in to.

Tense
The tense of the predicate has the relation of textual
entailment defined in Table 1. In Table 1, 0 means t;
does not entail t2 and 1 means ¢; may entail ta.

Table 1: the entailment relation of the tense between

t1 and to [2]
t1 \ to PRESENT | PAST | FUTURE
PRESENT 1 1 1
PAST 0 1 1
FUTURE 0 0 1

Negative Expression
In preprocessing, we tagged negative expression. If
the sentence includes | number of negative expressions,
then we defined the negative expression score between
t1 and tg:

NEX (t1,ts) = —1' (7)
Synsets, Hypernyms
Here, we used Japanese WordNet. If a noun in t3 is
the synset or hypernym of a noun in ¢;, both nouns
are regarded overlapping. This score is calculated in
the same manner as the noun overlap score in (4).

Wikipedia
Here, we used Wikipedia search. If ¢2 includes expres-
sions with Wikipedia entry tag, our system searches

Wikipedia for that expression and extracts the defini-
tion D. The Wikipedia score was defined:

WS(t1,D) =TO(t1, D)
where T'O is defined by (1).

(8)

Word2vec Distance
Word2vec? is a tool which uses the continuous bag-of-
words and skip-gram architectures for computing vec-
tor representations of words. It can learn vector repre-
sentation of each word from some corpora, and can cal-
culate the semantic distance between two words. We
trained Word2vec by Wikipedia corpus. A semantic

*http://code.google.com/p/word2vec/

329

distance of Word2vec is cosine similarity between vec-
tors of two words and takes the value from —1 to 1. If
the distance is close to 1, the meaning of the words are
semantically close. We defined the Word2vec distance
score between ¢; and to:

s; = max{distance(i,m;),i € N1}

WD(tl,tz) = min{8k|k = 1,2, ,L} (9)

where Np is the set of noun in ¢1. No = {mglk =
1,2,...,L} where L is the size of Na. The function
distance(x, y) returns the semantic distance in Word2vec
between = and y.

2.3 C(Classification

Our system adopted support vector machine for binary
classification. We used L1-regularized L1-loss function with
hinge loss function. As a tool, we used Classias[7] which
implements machine learning for classification.

3. TASK RESULTS

In this section, we describe our results of each task and
discuss them. Table 2 shows the result of the system val-
idation subtask, and Table 3 shows the result of the fact
validation subtask.

Table 2: Results of RITEVAL JA-SV
“System-Run” Name Macro-F1 | Accuracy
RITEVAL-NAK-JA-SV-01 62.02 73.89
RITEVAL-NAK-JA-SV-02 63.19 74.55
RITEVAL-NAK-JA-SV-03 54.14 72.23

Table 3: Results of RITEVAL JA-FV
“System-Run” Name Macro-F1 | Accuracy
RITEVAL-NAK-JA-FV-01 53.07 55.36
RITEVAL-NAK-JA-FV-02 51.12 60.82

3.1 System Validation

RITEVAL-NAK-JA-SV-01 omitted alignment features: To-
ken Overlap, Chunk Overlap, 4-gram of Token Overlap,
Noun Overlap, and Jaro Distance. RITEVAL-NAK-JA-SV-
02 used all features in Section 2.2 RITEVAL-NAK-JA-SV-
03 omitted semantic features without alignment, Modal-
ity, Named Entity Matching, Tense, Negative Expression,
Synsets, Hypernyms, Word2vec Distance. The best perfor-
mance of the three is RITEVAL-NAK-JA-SV-02, 63.19 for
macro-F1 score and 74.55 for accuracy. RITEVAL-NAK-
JA-SV-01 is better than RITEVAL-NAK-JA-SV-02 for macro-
F1 and accuracy, it means that alignment features are more
effective than semantic features for RTE task at present.

3.2 Fact Validation

RITEVAL-NAK-JA-FV-01 uses all features described in
section 2.2 and RITEVAL-NAK-JA-FV-02 omits alignment
features. Both systems use hinge loss SVM as a linear
classifier. We employed TSUBAKI[8] search results pro-
vided by the organizers. This search results includes 5 re-
sult sets each query and result set has 5 candidate strings
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of t1. TSUBAKI gives probability score to each candidate
string. We simply used candidate string that has highest
score as t1. In Table 3 we show results of the Fact Valida-
tion Task. RITEVAL-NAK-JA-FV-02 performed more bet-
ter than RITEVAL-NAK-JA-FV-02 in terms of accuracy.
but RITEVAL-NAK-JA-FV-02 performed better in term of
macro-F1.

3.3 Error Analysis

We show some examples of recognition textual entailment
by our system from the test dataset.
(1)
T:0000O00O0000oopooooooooooooooo
00o0o0oooooooooooon
H:OOOOOOOOoOOoOOOOOOOOOoOOoOoOooood
—Recognition Result—
Correct Answer: N
RITEVAL-NAK-JA-SV-01: Y
RITEVAL-NAK-JA-SV-02: N
RITEVAL-NAK-JA-SV-03: N

From example (1), RITEVAL-NAK-JA-SV-01 mistook N
with Y, because of using alignment features only. To rec-
ognize textual entailment such as example (1), we have to
consider some semantic relations as follow:
00oooooo~0ooogo
0 00 O is negative
RITEVAL-NAK-JA-SV-02 and RITEVAL-NAK-JA-SV-03
selected the correct answer because of using semantic fea-
tures, such as Word2vec Distance and Negative Expression.
(2)
T:00000000000000000D0000000O0O0O0
oooooooooood
H:OOOOOOOO0O0O0D0OO0O0oooooooooooooo
oooooooo
—Recognition Result—
Correct Answer: Y
RITEVAL-NAK-JA-SV-01: Y
RITEVAL-NAK-JA-SV-02: Y
RITEVAL-NAK-JA-SV-03: N

From example (2), RITEVAL-NAK-JA-SV-03 hypothe-
sized incorrectly, because of using semantic features only.
Thus, alignment features are also important for recognition
textual entailment.
(3)
T:0000000000000000000000OoooOooOO0
ooooo
HOOOOODOOODOOOODDOOOoOOoOoOoOoooo
—Recognition Result—
Correct Answer: Y
RITEVAL-NAK-JA-SV-01: N
RITEVAL-NAK-JA-SV-02: N
RITEVAL-NAK-JA-SV-03: N

From example (3), all answers of our system selected wrong
answers. In recognition entailment, one of the most difficult
linguistic phenomena to recognize is scrambling. In example
(3), the subject in T is “0 0 ” but the subject in H is “0 0
0007 In this case, not only word order but also the pred-
icate and its argument in H differs from that in T whether
entailment is true. As a solution to this problem, Natori
et al.[6] proposed to construct datasets of scrambling text
pairs. Some approach for scrambling is awaited.
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(4)
T:000000000000000000C0C0O00OO0O0O0gdg
HODOODOODOOOOOO0O0O0OoOoooooooooooo
agoooo
—Recognition Result—
Correct Answer: Y
RITEVAL-NAK-JA-SV-01: N
RITEVAL-NAK-JA-SV-02: N
RITEVAL-NAK-JA-SV-03: N

Another one of the most difficult linguistic phenomena to
recognize is the replacement of phrases. In example (4), “O
O0000000000000000”in Treplace“0 00000
0000000007 in H. It’s very difficult to determine that
both of them have the same meaning. We cannot propose
specific solutions to this problem at this point.

3.4 Dataset Analysis

In formal run, we use ‘RITE-VAL-JA-test-systemval’ as
test data and use ‘Combination of RITE2-JA-dev-bc and
RITE2-JA-testlabel-bc’as the training data. Table 5 shows
the precision, recall and F1 score in formal run result of
RITEVAL-NAK-JA-SV-02, and it says the recall and F1
score of labled Y is very low. This is caused by imbalanced
training data (Y:N = 469:725) from Table 4. In order to im-
prove this; we built new dataset ‘Combination of all training
data’ include 1893 number of data labeled Y and 1895 num-
ber of data labeled N. And we performed development run
using this dataset.

Table 4: # of positive/negative samples in datasets

Dataset Name Y N
RITE-VAL-JA-test-systemval 339 | 1040
Combination of RITE2-JA-dev-bce

and RITE2-JA-testlabel-bc 496 725
Combination of all training data 1893 | 1895

It of RITEVAL-NAK-JA-SV-02
Precision | Recall F1

47.81 38.64 | 42.74

81.18 86.25 | 83.64

Table 5: Resu
Label

Y
N

Table 6 shows the results of development run of each sys-
tem and Table 7 shows the precision, recall and F1 score in
development run result of RITEVAL-NAK-JA-SV-02. The
recall of Y improved by 10.92 point and the F1 score of Y
improved by 5.96 point. The macro-F1 score of RITEVAL-
NAK-JA-SV-02 is 65.79, improved by 2.60. This is the third
best score of all team (the sixth in formal run).

Table 6: Results of development run

“System-Run” Name Macro-F1 | Accuracy
RITEVAL-NAK-JA-SV-01 63.10 72.66
RITEVAL-NAK-JA-SV-02 65.79 74.33
RITEVAL-NAK-JA-SV-03 57.88 69.98
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Table 7: Development run result of RITEVAL-

NAK-JA-SV-02

Label | Precision | Recall F1
Y 47.86 49.56 | 48.70
N 83.37 82.40 | 82.88

4. CONCLUSIONS

In this paper, we introduced the details of NAK team
approaches for NTCIR-11 RITE-VAL task, and discussed
the run results of our textual entailment system. The best
result of our system was 63.19 for macro-F1 score and 74.55
for accuracy at the SV subtask, and 53.07 for macro-F1 score
and 60.82 for accuracy at the FV subtask. We performed
development run by improving training datasets at the SV
task, and achieved 65.79 for macro-F1 score improved by
2.60. This score is the third best score of all teams that
participated in Japanese SV subtask.

To make higher performance in RTE, we need to investi-
gate better semantic approaches for RTE.
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