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ABSTRACT
This paper shows several approaches for NTCIR-11 Spo-
kenQuery&Doc [1]. This paper proposes several schemes to
use word co-occurrence information for spoken document re-
trieval. Automatic transcriptions of spoken documents usu-
ally contain mis-recognized words, making the performance
of spoken document retrieval signi�cantly decrease. The co-
sine similarity to measure a document similarity must be
investigated for spoken documents. It is also di�cult to re-
trieve a segmented document having few terms. To cope
with these problem, we utilize Pointwise Mutual Informa-
tion (PMI). We compute a recognition con�dence for each
term appeared in a transcription to drop mis-recognized
words. We also investigate a PMI-based document com-
parison approach. Furthermore, a segmented-document re-
trieval method is also proposed. Experiments were con-
ducted to evaluate these methods using NTCIR-11 test sets.

Team Name
Laboratoire de Professeur Chat Noir

Subtasks
SQ-SCR (Japanese)

Keywords
Error rejection, Document similarity, PMI, Segmented doc-
ument, Query model

1. INTRODUCTION
In recent years, contents including speech information such

as news show and movie have been more and more increas-
ing, and the demand of retrieving these contents has be-
come higher. In this paper, we call these contents as spoken
documents. With meta-information such as title, abstract
and keyword, spoken documents can be retrieved by using
text processing techniques. But adding meta-information
requires much costs and human resources. Therefore, Spo-
ken Document Retrieval (SDR) is usually conducted using

automatically transcribing speech data obtained by speech
recognition.
There are a lot of works related to SDR. For example,

Asami et al. used the co-occurrence information in the SDR
task [2]. They assumed that mis-recognized words were in-
coherent in the transcription, and formulated contextual co-
herence as arithmetic mean of Pointwise Mutual Information
(PMI). By rejecting lower coherence transcriptions, they im-
proved the SDR accuracy. The study of Chen et al. is
another example of SDR work using a query modeling tech-
nique [3]. In the study, the similarity between a query and
a document is computed by KL-Divergence. They also tried
to overcome a small vocabulary problem for a query by em-
ploying a relevance model, and SDR accuracy was improved.
We have developed an SDR method that employs a query

model, extended Dirichlet smoothing, and web expansion
techniques [4]. Applying our method to NTCIR-9 and NTCIR-
10 SpokenDoc test sets, we found our approach is much suc-
cessful and e�ective. In these tasks, spoken documents were
retrieved according to queries consisting of several keyword
terms in short texts, however, it is not clari�ed our method
would be still useful for long or spoken queries. There is an-
other issue about SDR. In the document retrieval literature
including our works [4, 5], Term Frequency (TF) and Inverse
Document Frequency (IDF) as well as cosine similarity have
been widely used. However, a TF-IDF-based approach has
several disadvantages; for example, a TF-IDF value for mis-
recognized word sometimes becomes an inappropriate score.
The cosine distance should be also investigated for spoken
queries and documents.
To handle the issues described above, we �rstly try to

reject mis-recognized words by using word co-occurrence in-
formation. We proposed a scheme to extract keywords from
spoken transcriptions by using PMI [6]. In the work, we
computed coherence measures for possible word pairs in a
transcription. If a word has lower PMI scores, each which in-
dicates a coherence between the word and the another term
in the transcription, the word must be mis-recognized word
and should not be a keyword. Similarly, in this paper, we
attempt to remove recognition errors using the technique.
Because lower coherence words can be considered as mis-
recognized words, the SDR accuracy might be improved by
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rejecting these mis-recognized words. Note that our propos-
ing method can be incorporated not only in a probabilistic
language model such as a query model [4], but also in a
vector space model e.g. [7]. This technique is described in
Section 2.2 and 4.
Secondly, this paper investigates the cosine distance. In

order to measure a distance between a query and a doc-
ument, we tested a new scheme using PMI instead of the
cosine distance. This method formulates a similarity score
by summing up all PMIs each which is computed between a
word in a spoken query and a word appeared in a document.
Since PMI represents a coherence between two terms, if the
result for a query and a document has a higher value, we
could consider that they must be similar. This method is
introduced in Section 2.3 and 5.
Thirdly, this paper studies a document retrieval method

for a part of document. In the SDR domain, there are de-
mands to �nd a paragraph or segment, such as a presenta-
tion slide used in a lecture. But a conventional SDR scheme
su�ers from the low accuracy because such segments have
only few words. To overcome this issue, we try to compute
the similarity considering not only a query-document simi-
larity but also a query-segment similarity. Section 6 shows
the detail of this technique.
This paper is organized as follows. Section 2 shows the

�ow of proposed SDR schemes. Our previous method pro-
posed in NTCIR-10 is brie�y described in Section 3. PMI
as well as a proposed error rejection method is introduced
in Section 4. Section 5 describes a proposed query-document
comparison approach. A new document retrieval using query-
document and query-segment similarities is appeared in Sec-
tion 6. Experimental condition and results are presented in
Section 7, and Section 8 concludes this study.

2. FLOW OF DOCUMENT RETRIEVAL
We studied SDR methods in this paper by combining sev-

eral techniques. The representative methods are introduced
in this section:

1. query model using error rejection method

2. TF-IDF using web query expansion, error rejection
method, and proposed comparison method using PMI

The �ows of these methods are described in following sub-
section.

2.1 Query model based SDR
Figure 1 displays the �ow of document retrieval method

using query model. At �rst, nouns in a target document are
extracted by analyzing the document transcription morpho-
logically. These nouns are screened the by proposed word
rejection method, and words considered to be mis-recognized
words are dropped.
As described, the TF-IDF is available only if common

words are appeared in the query. In most cases, the words
in the target document do not appear in the query, but
terms having the same or similar meanings lie in the query
instead. To overcome this issue, the dynamic document col-
lection is obtained by the web query expansion technique[5].
Some web pages in the dynamic document collection contain
important information, while some web pages have less infor-
mation. Therefore, web pages are weighted using LDA(Latent
Dirichlet Allocation). Then, probabilities for a word are

Figure 1: A �ow of the query model using the error rejection
method

computed from the automatic transcription from the target
document, static document collection, and dynamic docu-
ment collection, respectively. Using these probabilities, a
similarity score between the query and each target docu-
ment is computed by the query model. The details of the
techniques are described in Section 3.

2.2 Proposed word rejection method
Automatic transcription usually contains mis-recognized

words, and it causes decrease of SDR accuracy. To handle
this issue, we try to reject mis-recognized terms by consider-
ing coherence of each term. Coherence measure is computed
as sumPMI[6], which is our proposed feature. Words having
smaller sumPMI scores is incoherent for the document, and
they are usually mis-recognized words. In this study, we try
to improve the accuracy of document retrieval by rejecting
words having smaller sumPMI. Section 4 presents how to
compute sumPMI scores.

2.3 Vector space model SDR
Figure 2 shows the whole aspect of our proposed spoken

document retrieval, and �gure 3 describes the detailed �ow
of feature extraction shown in Figure 2. For a target doc-
ument and a spoken query, expanded TF-IDF vector are
computed. Computing simple TF-IDF from the automatic
transcription and building the dynamic document collection
are same as the query model based SDR. Another TF-IDF
is calculated from the dynamic document collection, and
an extended TF-IDF vector is by the linear combination of
the TF-IDF from the target document and that one from
the dynamic document collection. Finally, comparison be-
tween TF-IDFs of the query and each target document is
conducted using PMI. Section 5 describes more information
about this comparison method.

3. QUERY-MODEL-BASED SDR
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Figure 2: A Flow of spoken document retrieval using PMI

Figure 3: A �ow of feature extraction to obtain an expanded
TF-IDF vector

This section brie�y mentions our SDR method proposed
in NICIR-10, employing a query model as well as Dirichlet
smoothing and web expansion technologies [4].

3.1 Query model
The document retrieval issue can be formulated by esti-

mating P (d|q), where q is a given query and d is a document.
P (d|q) is calculated as follows:

P (d|q) = P (q|d)P (d)

P (q)
∝ P (q|d) (1)

In Eq.(1), P (q) can be treated as constant because P (q) is in-
dependent of any document. And P (d) can be ignored when
no previous knowledge can be used. Therefore, the docu-
ment retrieval issue can be resolved by estimating P (q|d).
P (q|d) is a probability to generate a query q under the con-
dition that a document d is found. In this study, a query
likelihood P (q|θd) is estimated by a unigram language model
θd as:

P (q|θd) =
∏

wi∈V

P (wi|θd)C(wi,q) (2)

where wi ∈ V = {w1, w2, ..., w|V |} is a term in a given query,
and C(wi, q) is a count for wi in q. P (wi|θd) is accomplished
by using a relative frequency of each term:

P (wi|θd) =
C(wi, d)

|d| (3)

where |d| means the total number of terms in a document d.

3.2 Dirichlet smoothing
In the query modeling, a smoothing technique is usually

employed to avoid the zero probability problem. We em-
ployed an extended Dirichlet smoothing approach using both
a static document collection and a dynamic document col-
lection:

P (wi|θd;µ, ν) =
|d|

|d|+ µ+ ν
· P (wi|θd)

+
µ

|d|+ µ+ ν
· P (wi|θC) (4)

+
ν

|d|+ µ+ ν
· P (wi|θW )

where µ and ν are smoothing parameters for a static doc-
ument collection C and a dynamic document collection W ,
respectively.

3.3 Web query expansion
The dynamic document collection introduced in the last

subsection is obtained utilizing the query expansion tech-
nique [5]. At �rst, a TF-IDF score is computed for each word
appeared in speech recognition results. Secondly, query
terms for web expansion are chosen based on the TF-IDF
values. In this study, we used top-�ve TF-IDF words. Re-
trieval queries to get web pages are constructed using all the
possible query term triplets, and then web retrieval is con-
ducted. For each query, the same number of web sites are
obtained. In this work, we used top-three pages. We �nally
obtained 30 web pages for each document.

3.4 Weighting web pages
Some web pages contain important information, while some

pages have less information. Therefore, weighting a web
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page is e�ective. In our method, a weighting score for each
web page is obtained using Latent Dirichlet Allocation (LDA)
[8]. At �rst, a topic mixture ratio vector γ = (γ1, γ2, ..., γz)

>

for each web page as well as a target document is respec-
tively computed applying LDA (z is the number of latent
topics). Secondly, a cosine distance δ(p, d) of the topic mix-
ture vectors for a web page p and a candidate document
t in the document set is calculated. Thirdly, the distance
between the web page p and the target document collection
D = {d1, d2, ..., d|D|} is calculated as:

δ(p,D) =
1

|D|

|D|∑
m=1

δ(p, dm) (5)

The value δ(p,D) is used to weight the corresponding web
page. Finally, a probability P (wi|θW ) in Eq.(4) to observe a
term wi in the dynamic document collectionW is formulated
as:

P (wi|θW ) =

∑|W |
j=1 δ(pj , D) · C(wi, pj)∑|W |

j=1

∑Nj

k=1 δ(pj , D) · C(wk, pj)
(6)

where Nj is the total number of terms in a web page pj .

4. MIS-RECOGNIZED WORD REJECTION
In this section, PMI is summarized before our mis-recognized

term rejection scheme is introduced.

4.1 PMI
PMI is a measure that represents a strength of relationship

between two events. PMI is calculated as:

PMI(x, y) = log
P (x, y)

P (x)P (y)
(7)

= log
f(x, y) ·K
f(x)f(y)

(8)

where P (x) is an occurrence probability of word x, f(x)
is the number of occurrences of word x. P (x, y) is a co-
occurrence probability of words x and y, f(x, y) is the num-
ber of co-occurrences of words x and y. P (x), P (y), and
P (x, y) are calculated using a data set for PMI computa-
tion; sometimes the data set corresponds to the document
itself. The stronger relationship between x and y is, the
larger PMI(x, y) is. In this research, we use nouns in the
same document as words x and y. When PMI is applied to
a document, it is needed to divide the document into frames
(windowing). Frames each including N content words (e.g.
nouns) are extracted from the document every M content
words, that is, window size and window shift are N and M ,
respectively. Note that in Eq.(8) K is the number of frames
in the data set.
PMI has two problems. One is that PMI does not measure

the relationship of words which do not co-occur, and another
is that PMI has an excessively large value when x and y
rarely occur. In order to solve these problems, we employ
the smoothed PMI [2]. This method uses t-test to examine
whether f(x) and f(y) are large enough or not. The t-
score t(x, y) tests whether the di�erence between P (x, y)
and P (x)P (y) is signi�cant or not. The smoothed PMI is

calculated as:

PMI(x, y) =

 log
f̂(x, y) ·K
f(x)f(y)

if t(x, y) > θ

0 otherwise

(9)

f̂(x, y) =

{
f(x, y) if f(x, y) > 0
N1

N0
otherwise

(10)

t(x, y) =

∣∣∣∣f̂(x, y)− f(x)f(y)

K

∣∣∣∣√
f̂(x, y)

(11)

where N0 is the number of word pairs which do not co-
occur in any frames in a document, N1 is the number of
word pairs which co-occur only once in the document. θ is
a threshold of t-test, which is determined according to the
signi�cance level. In this paper, the signi�cance level is set
to 5% (θ = 1.65). Also, PMI is normalized into [-1, 1].

4.2 A word rejection approach
According to the previous work [2], mis-recognized words

which appear in a recognized hypothesis is likely to be in-
coherent. Therefore, we introduce the following coherence
score which shows how the word is related with the hypoth-
esis d:

sumPMI(w) =
∑
wi∈d

PMI(w,wi) (12)

Here, w and wi are words appeared in the recognized hy-
pothesis, and d is a recognition result of a whole spoken
document. As mentioned in the last subsection, PMI means
the relationship between two words. Thus, sumPMI shows
the relationship between the word w and the spoken doc-
uments d. The words having lower sumPMI are incoher-
ent in the spoken document, and must be unimportant or
mis-recognized words. In this study, words having negative
sumPMI values are dropped.

5. QUERY-DOCUMENT COMPARISON
In many studies, the cosine distance has been conven-

tionally chosen. Nevertheless, sometimes a serious problem
occurs if there is no common word in comparing documents.
Another issue arises, that is, words having the same or sim-
ilar meaning (e.g. speech recognition and ASR) are treated
as completely di�erent ones. We employed smoothing and
query expansion techniques to handle these problems. Our
approach was empirically successful, however, the smoothing
did not consider any similarity of words. Therefore, this pa-
per proposes a comparison method computing relationships
between words in a given query and ones in each document,
using PMI. In the proposed scheme, a similarity between a
query q and a document d is represented as:

sim(vq, vd) =

∑
ai∈q

∑
bj∈d vq(ai)vd(bj)R(ai, bj)∑

ai∈q

∑
bj∈d vq(ai)vd(bj)

(13)

R(w1, w2) =

{
1 if (w1 = w2)
PMI(w1, w2) otherwise

(14)

Here, ai and bj are words where q = {a1, a2, ..., aN} and
d = {b1, b2, ..., bM}. In Eq.(13), vq(ai) indicates a magnitude
of word ai in a query term vector vq, and vd(bj) is also a
word magnitude in a document term vector vd.
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Table 1: Experimental condition
Subtask Slide Group retrieval
Query REF-WORD-MATCH
Target REF-WORD-MATCH

LDA training data Mainichi newspaper corpus
2007-2008

Static document collection Manual transcription
Smoothing parameter µ = 4000, ν = 50

6. SDR FOR SEGMENTED DOCUMENT
As mentioned in Section 1, there is a demand to identify

which part of document is most suitable for a query. Re-
trieving a part of document is simply achieved by regarding
the part of document as one independent document. In such
the case, however, the SDR accuracy sometimes decreases
because we ignore the contents of the original whole docu-
ment. In this research, we try to improve the accuracy of
retrieving a segment of document by taking a relationship
between a query and an original document including the seg-
ment into account. The expanded similarity S for a segment
of document is calculated as:

S = α · Sc + (1− α) · Sd (15)

where Sc is a similarity for a segment, Sd is a similarity
score for a whole document including the segment, and α is
a weighting factor (0 < α < 1).
In addition, we also implement a query expansion tech-

nique using web-retrieved data. A extended query vector qe

is obtained from a linear combination of an original query
vector qo and a term vector obtained by web retrieval qw

as:

qe = β · qo + (1− β) · qw (16)

7. EXPERIMENTS

7.1 Experimental condition
To evaluate our proposed query-model-based method and

to investigate the PMI-based comparison as well as the com-
bination of query-segment and query-document similarities,
we conducted experiments under the condition of SQ-SCR
task in NTCIR-11 SpokenQuery&Doc [1]. Experimental
condition is shown in Table 1. For the target documents and
the static document collection for smoothing, we used the
provided automatic transcription and manual transcription,
respectively. Note that we simply employed the automatic
transcription provided by the organizer as it was, that is, no
improvement for the transcription was done. Because pre-
sentation slides in NTCIR-11 data (equivalent to segmented
documents) having less than 100 characters might be mean-
ingless, these slides are rejected from the target documents.
Retrieved results were evaluated by Mean Average Precision
(MAP) score.

7.2 NTCIR-11 dry-run evaluation
In order to optimize the parameter α and β appeared in

Section 6, we conducted a preliminary SDR experiment us-
ing NTCIR-11 SpokenQuery&Doc dry-run data. Since no
correct result for the dry-run test set is available when we
conducted this experiment, we manually made the uno�cial

Figure 4: MAP scores of the proposed method using query-
segment and query-document similarities, according to the
parameter α.

Figure 5: MAP scores of the proposed method using query-
segment and query-document similarities, according to the
parameter β.

correct data for �ve documents in the data set. So we only
used the �ve documents in the experiment. In this exami-
nation, we used the expanded TF-IDF and the cosine simi-
larity using the retrieval described in Section 6. We changed
the parameter α from 0.0 to 0.9 by 0.1 under the condition
β = 1.0. The parameter β is also tested under the condition
α = 0.0. Figure 4 and Figure 5 show MAP scores according
to α and β respectively. According to Figure 4 and Fig-
ure 5, the SDR scheme using α = 0.6 and β = 0.9 achieved
the best performance. we chose α = 0.6 which achieved the
best performance in the following experiment. It is also ob-
vious that the SDR performance is improved by our retrieval
technique using not only query-segment similarity but also
query-document one.
Next, to evaluate our proposed recognition error reject-

ing method in Section 4, we compared the web-expanded
TF-IDF with/without rejecting lower sumPMI terms. The
cosine similarity is used in this experiment. Table 2 shows
the result. Unfortunately, rejecting lower sumPMI terms
could not contribute to the improvement. It is caused maybe
because PMI scores between general terms appearing in any
documents tend to be high, compared to the other terms. In
contrast, PMIs for some keywords and characteristic terms
become smaller, then as a result, sometimes they might be
wrongly dropped. So we have to re�ne our method so as to
avoid this phenomenon, for example by discounting the PMI
score for general terms. Note that the score may be �xed

Proceedings of the 11th NTCIR Conference, December 9-12, 2014, Tokyo, Japan

399



Table 2: MAP scores with/without the recognition error
rejecting method explained in Section 4.

Web-expanded TF-IDF
with our rejection method 0.0142

Web-expanded TF-IDF
without our rejection method 0.0200

Table 3: MAP scores of our four approaches for NTCIR-11
formal-run data.

Sec.3 Sec.5 Sec.6 MAP
Method 1 x x 0.161
Method 2 x 0.114
Method 3 x 0.143
Method 4 x x 0.047

because our SDR program used in the dry-run evaluation
had several bugs.

7.3 NTCIR-11 formal-run evaluation
Using NTCIR-11 SpokenQuery&Doc formal-run data, we

tested the following four retrieval methods.

1. Our query-model-based method employing the tech-
nique introduced in Section 6,

2. Our original query-model-based method for NTCIR-
10,

3. A method using web-expanded TF-IDF vectors and
the cosine similarity employing the technique intro-
duced in Section 6,

4. A method using original TF-IDF vectors and our pro-
posed PMI similarity described in Section 5, employing
the technique introduced in Section 6.

In this experiment, the parameters α and β are determined
as α = 0.6 and β = 0.9. In the cosine similarity method, the
number of web pages in the dynamic document collection
was set to 100 for each query, slide, and lecture. In the SDR
method using the query model, the number of web pages
used for each query was 100, but the dynamic document col-
lection was not used in each slide and lecture. In the PMI
similarity method, we used simple TF-IDF vectors instead
of web-expanded TF-IDF vectors, due to the computational
and retrieving loads. Table 3 shows the results computed
by the evaluation tool (evalsqscr ver.2.02) distributed from
NTCIR-11 SpokenQuery&Doc task organizer. Note that the
SDR results computed by these four methods are di�erent
from those ones submitted to NTCIR-11 SpokenQuery&Doc
task organizer, due to the bugs described in the last section.
Comparing the results of Method 1 and 2, we can know that
it is useful to use both query-document and query-segment
in the retrieval results, as shown in the last subsection. The
MAP scores using the cosine similarity (Method 3) and those
using our PMI similarity (Method 4) indicate that the pro-
posed PMI similarity is not useful for SDR. This must be
also due to the corruption by general terms. Therefore, we
also try to reduce the in�uence caused by general terms in
near future.

8. CONCLUSION
This paper proposes several techniques for SDR. The �rst

scheme is to remove mis-recognized words using PMI infor-
mation, by introducing a measure score called sumPMI.
The second one is to compute a similarity between a query
and a document, by computing a linear combination of PMI
scores between terms in a query and ones in a target doc-
ument. The third approach is to �nd a segmented docu-
ment, which is obtained from a query-document similarity
and query-segment similarity. Also, we try to apply our
query-model-based method to a spoken-query task in addi-
tion to the above three proposals.
Experiments were conducted using the NTCIR-11 Spo-

kenQuery&Doc dry-run and formal-run data sets. As a re-
sult, the segmented-document retrieval technique improves
the SDR performance, and a method based on our query-
model system and the technique achieved the best perfor-
mance. We can conclude that it is useful to use a query-
document information when retrieving a segmented docu-
ment. On the other hand, we found further issues about
our �rst and second schemes based on co-occurrence infor-
mation.
As our future work, we should improve our methods using

PMIs by removing the in�uence caused by general terms. To
deal with these terms, using IDF or taking stop words into
account might be useful. In the error rejecting method, we
have to optimize the threshold to improve the performance.
And the comparison method using PMIs will be improved
by incorporating the conventional cosine scale.
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