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Introduction Detalls of four techniques
- Spoken document retrieval(SDR) is attracting attention Mis-recognized word rejection
in searching news shows and movies. + Mis-recognized words have less relationship to a document.

» The relationship between a word w and a document d is
computed by sumPMI(w) used for rejection with a threshold.

sumPMI(w) = X.cq PMI(w, w;)

» In SDR, mis-recognized words have bad effects.

N TF-1DF values of mis-recognized words
sometimes become Inappropriate. ST N Awed s AT Y

+ The cosine similarity is widely used for comparison. Web page weighting using LDA

But the cosine similarity treats words having the * A web-page weight Is determined by the cosine distance
> same meaning (e.g. ASR and speech recognition) between a query topic vector and a web page topic vector.
as different ones. » A topic mixture ratio vector Is computed using LDA.

- To overcome these issues, pointwise mutual information Document comparison using PMI

(PMI) Is employed. . A word similarity R (w,,w.) is computed using PMI.
* PMI represents a relationship between two words. 1 (Wi = wy)
_ _ _ _ R(wy,wy) = PMI( )
» To reject mis-recognized words, PMI is used W1, W2) (W # W)
to compute a contextual coherency of a word. » It can consider a similarity of different words.
» For query-document comparison, PMI Is used
to consider the similarity of different words.

Segmented document retrieval method

- Linear combination of a similarity for a segment Sim_.

Flows of our proposed methods and a similarity for a whole document Sim,.
Sim=aoa-Sim,+ (1 —a)-Simy,

Building dynamic document collection
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SDR using vector space model Rejecting mis-recognized words — not
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Query-document comparison with the cosine similarity

343. PMI similarity. -, The query model Is useful for not only

short text queries but also long spoken queries.




