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ABSTRACT
Conventional spoken term detection (STD) techniques, which
use a text-based matching approach based on automatic
speech recognition (ASR) systems, are not robust for speech
recognition errors. This paper proposes a conditional ran-
dom fields (CRF)-based combination (re-ranking) approach,
which recomputes detection scores produced by a phoneme-
based dynamic time warping (DTW) STD approach. In the
re-ranking approach, we tackle STD as a sequence label-
ing problem. We use CRF-based triphone detection models
based on features generated from multiple types of phoneme-
based transcriptions. They train recognition error patterns
such as phoneme-to-phoneme confusions on the CRF frame-
work. Therefore, the models can detect a triphone, which
is one of triphones composing a query term, with detection
probability. In the experimental evaluation on the NTCIR-
11 SpokenQuery&Doc SQ-STD test collection, the CRF-
based approach and the combination approach of the two
STD systems could not outperform the conventional DTW-
based approach we have already proposed.
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H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval

General Terms
Algorithms, Experimentation, Performance

Keywords
Multiple recognizers, phoneme transition network, spoken
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1. INTRODUCTION
Spoken term detection (STD) is designed to determine

whether or not a given utterance includes a query term con-
sisting of a word or phrase. STD research has become a hot
topic in the spoken document processing research field, and
the number of STD research reports is increasing in the wake
of the 2006 STD evaluation organized by National Institute
of Standards and Technology [1].

The difficulty in STD lies in the search for terms under
a vocabulary-free framework because search terms are not
known prior to a large vocabulary continuous speech recog-
nition (LVCSR) system. Many studies tackling STD have
already been proposed [2, 3]. In the past, most STD studies
focused on out-of-vocabulary (OOV) and speech recognition
error problems. For example, STD techniques using subword
(syllable or phoneme)-based lattices or confusion networks
(CN) have been proposed [3]. In recent works, we also pro-
posed a CN-based indexing and a dynamic time warping
(DTW)-based search engine [4]. The CN-based index, which
we call “Phoneme Transition Network (PTN)-formed index
[4],”was made of 10 types of transcriptions generated by the
10 different automatic speech recognition (ASR) systems, in-
cluding an LVCSR system and a phoneme recognition sys-
tem. We have shown that our proposed method could out-
perform other STD technologies that participated in the
ninth National institute of informatics Testbeds and Com-
munity for Information access Research (NTCIR-9) project
STD evaluation framework [5]. A DTW-based matching be-
tween a subword sequence of a query term and a transcrip-
tion of speech is weak for speech recognition errors. There-
fore, the STD performance of the DTW-based technique de-
pends on the accuracy of subword-based transcriptions.

Our DTW-based approach using a PTN-formed index for
STD was very robust for ASR errors. However, this ap-
proach output many false detections because the structure
of PTN was complex [6]. These false detections degraded
the STD performance. In this paper, we focus on control-
ling false detections in a second-pass stage using a machine
learning approach. Figure 1 shows our STD framework.

We explore triphone detection modeling by using a condi-
tional random fields (CRF)-based framework for detecting
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Figure 1: Overview of the two-pass STD framework
using CRF-based triphone detection modeling.

query terms. A triphone detection model for each possi-
ble triphone is trained by using features generated from 10
types of phoneme-based transcriptions; all the trained mod-
els train recognition error patterns such as phoneme con-
fusion. This approach is sensible because the features for
CRF models are prepared for making a PTN-formed index,
which is also derived from 10 types of transcriptions, used
in the first-pass of the entire STD framework. In the STD
re-ranking process, first a query term is decomposed to tri-
phones, and for each triphone, whether or not a given utter-
ance includes that triphone is determined using the corre-
sponding CRF-based triphone model. Next, we calculate the
probability of the product of the outputs of all the models.
It is a detection probability of the query term of the given
utterance. Finally, the probability is used to recompute the
score of detection by the DTW-based approach. Naturally
the CRF-based approach can work alone. In the experi-
ment, we will show the STD performance of the CRF-based
approach only.
Our CRF-based approach is similar to the previous re-

searches [7, 8]. In these approaches, a phoneme sequence of
a target speech is estimated by CRF models trained using
ASR hypothesis-based features. This idea is close to the
acoustic modeling framework using CRF [9]. The Chaud-
hari’s technique [7, 8] was effective for the OOV detection
task because the CRF models well learned the confusions of
phonemes.
Our approach is positioned as an extension study of [7,

8], and solves STD as a triphone sequence labeling problem
for speech data. The DTW-based approach using multiple
ASR systems’ outputs we have proposed improved an STD
performance [4]. Therefore, we are worth trying a CRF-
based triphone detection approach based on features from
different types of transcriptions from ASR system’s outputs.
Another machine learning approaches for STD have been

recently increasing. For example, Prabhavalkar et al. [10]
proposed articulatory models by discriminative training for
STD under the low-resource settings. They challenged an
STD framework without any LVCSR system, and their mod-
els could directly detect a query term from acoustic feature
vectors. On the other hand, a multiple linear regression, sup-
port vector machines, and multi layer perceptions were also
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Figure 2: Overview of the first-pass stage using
DTW-based matching.

used to estimate confidence of the detected candidates in a
decision process [11, 12] or in a re-ranking process [13]. Our
CRF-based models train phone-to-phone confusion patterns
on the basis of multiple types of transcriptions, which is dif-
ferent from these previous works. In addition, our study tries
to investigate the effectiveness of the combination of outputs
of multiple ASR systems. This is a new “cherry-picking” ap-
proach based on machine learning. The novelty of this study
is that CRF is extended to provide the detection probability
of a query term, and it is also used in the decision process
on the second pass of our STD framework by combining the
DTW-based STD score with the CRF-based probability.

The rest of the paper is organized as follows: we first
shortly present the baseline system (the DTW-based ap-
proach) in Section 2, and then introduce the CRF-based
triphone detection modeling and how to detect a query term
from speech in Section 3. Section 4 explains about the re-
ranking process using the CRF-based STD. The experimen-
tal settings and results are presented in Section 5, and some
conclusions in Section 6.

2. DTW-BASED APPROACH USING MUL-
TIPLE ASR SYSTEMS’ OUTPUTS

The DTW-based STD approach using PTN-formed index
[4] is performed in the first-pass stage in the entire STD
framework. It is also the baseline approach. Figure 2 shows
an overview of the baseline method. In the indexing phase,
speech data is performed by ASR, and the recognition out-
puts (words or sub-word sequences) are converted into the
PTN-formed index for STD. Figure 3 shows an example of
a PTN-formed index.

In the search phase, the word-formed query is converted
into a phoneme sequence. Then, the phoneme-formed query
is input to the term search engine. The term search engine
searches the query term from the index at the phoneme level
using the DTW framework. Unlike combination techniques
of multiple STD systems like [20], the baseline system com-
bines the transcriptions produced by multiple ASR systems.

Figure 4 represents an example of the DTW framework
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Figure 3: Generating a PTN-formed index by per-
forming alignment using DP and converting to a
PTN.

between the search term “k o s a i N” (cosine) and the
PTN-formed index. The PTN has multiple arcs between
two adjoining nodes. These arcs are compared to one of the
phoneme labels of a query term. We use edit distance as
cost on the DTW paths, and the cost value for substitution,
insertion, and deletion errors is commonly set to 1.0. The
details of this approach is discussed on our previous paper
[4].

3. CRF-BASED TRIPHONE DETECTION
MODELING

Figure 5 shows an overview of the STD process using
CRF-based triphone detection modeling in the second-pass
stage in the entire STD framework. In this study, we use
just 10 types of phoneme-based transcriptions generated by
10 different ASR systems for training CRF-based models.
A query term is translated into a phoneme sequence and
decomposed into triphones. Then, a CRF-based triphone
model calculates the existence probability of the triphone
corresponding to that model in an utterance. The final term
detection probability (or score) is based on the product of
the outputs of all the models. In this research, we prepared
two types of acoustic models (AMs), five types of language
models (LMs), and a decoder. The combinations of AMs
and LMs produced 10 ASR systems. The model details will
be explained in Section 5.1.
CRFs [14] have been successfully used in numerous text

processing tasks, such as named-entity extraction [15] and
phrase chunking [16]. In the speech processing area, CRFs
are used for sentence boundary detection [17] and OOV de-
tection in speech [18].
The conditional probability of an input sequence x, given

an output label sequence y, is calculated as:

P (yjx) =
1

Z (x)
exp(

X

k

� k Fk (y;x)) (1)

where Fk (y;x) is a feature vector for input sequence x and
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Figure 4: Example of term search on network-
formed index.

label sequence y, and � k is a weight parameter for Fk (y;x).
Z (x) is a normalization factor given by:

Z (x) =
X

y

exp(
X

k

� k Fk (y;x)) (2)

To train phoneme-to-phoneme confusions as the error pat-
tern training, we utilized features on the basis of the phoneme-
based transcriptions by 10 different ASRs shown in Figure
6, representing examples of features derived from phoneme-
based transcriptions and the beginning, inside, outside (BIO)
encoding. A dynamic programming (DP)-based alignment
procedure [19] was performed on phoneme-based transcrip-
tions to make an alignment for each transcription. We uti-
lized the BIO encoding in the CRF-based triphone detec-
tion modeling. Therefore, each CRF-based model finds BI
tag sequence(s) from an utterance. A CRF-based model was
trained for each possible triphone generated by pronuncia-
tion of the words. As shown in Figure 6, phoneme-based
unigram, bigram, and trigram features were used for CRF-
based model training. The point of this modeling is to use
cross-ASR-based features. The cross-ASR bigram features
enable a CRF-based model to capture phoneme-to-phoneme
confusion error patterns. The model can then robustly de-
tect triphones from erroneous transcriptions.

The detection probability P (T jxi ) of a query term T con-
sisting of N triphones in utterance i is calculated by the
following equation:

P (T jxi ) = (

NY

j =1

Pt j (yjxi ))
1
N ; (l t 1 < l t j < l t N ) (3)

where t j is the j -th triphone of T , xi is the input sequence
of utterance i , and y is a part of output labe sequence. l t j

means the location (position) of the beginning phoneme of
triphone t j . Pt j (yjxi ) is not calculated by using the condi-
tional probability of the whole label sequence for utterance
i but calculated based on the product of probability of each
tag: B and I tag. A probability of O tag output is not con-
sidered. This idea is similar to maximum entropy modeling.
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