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ABSTRACT

Berkeley’s approach to the Temporalia TIR retrieval task
for NTCIR-11 has been, as is our custom with new tasks,
to use our probabilistic text retrieval methods to establish
an in-house baseline for future experiments. For our ini-
tial experiments we used only the Logistic Regression rank-
ing both with and without pseudo relevance feedback. We
have previously used these algorithms in the NTCIR-8 and
NTCIR-9 GeoTime tasks, as well as in many other evalu-
ations at CLEF and INEX. This brief paper describes the
submitted runs and the methods used for them.

Keywords: Logistic Regression, Probabilistic Retrieval.

1. INTRODUCTION

The NTCIR-11 Temporal Information Access task, or Tem-
poralia, further explores the use of time elements in many
of the searches performed performed in IR evaluations, as
well as on the internet, as begun in the NTCIR GeoTime
tracks for NTCIR-8 and NTCIR-9 [5, 6]. The details of the
Temporalia track, its focus, structure, and the results are
discussed in the track overview paper [7]. In this paper we
describe our submissions for the Temporalia track and con-
sider possible improvements to the retrieval approach for
the various temporal aspects of the queries. We used, es-
sentially, the same search tools and methods described in
our IR4QA paper for NTCIR-8[12] and GeoTime paper for
NTCIR-9[13].

2. DATABASE AND INDEXING

Our document ranking algorithm is a probability model
based using the technique of logistic regression [4]. For all
of our runs we used the TREC2 logistic regression model,
described below, with and without blind or pseudo relevance
feedback. The database for the Temporalia TIR sub-track
consisted of the “LivingKnowledge news and blogs anno-
tated sub-collection” [14] representing about 20GB of web
and blog data. Each file of collections consisted of the items
for a particular day, and also included tags indicating the
date of the story or blog entry, as well as the full text and
other metadata associated with particular terms or names
within each document. The original version of collection
contained invalid XML structures, but these were corrected
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in the version that we used by a conversion program pro-
vided by the track organizers (the Cheshire system is fairly
strict as to XML/SGML syntax and will halt indexing when
a invalid construct or undefined tag is encountered). The in-
dexes created for this task are shown in Table 1.

This collection covers materials ranging in date from May
2011 to March 2013 from a large variety of sources. For the
indexing process we used the Cheshire version of the Porter
stemmer and a stoplist that we had used previously for En-
glish language databases. A number of separate indexes
were created, although the only index used in our submit-
ted runs for the Temporalia TIR sub-track was an index
that contained all of the words from the entire record. This
approach was the same that we used in the NTCIR-8 and
NTCIR-9 GeoTime tracks. In addition, we created a num-
ber of indexes that extracted elements from different data
sources that shared the same basic XML structure across
the collection, with minor variations. Because of the over-
all structural similarities of the data we could treat all of
the records as if they were a single collection, even when
drawn from difference sources with differing internal struc-
ture. However, as noted in the abstract the current set of
submissions is intended to form a baseline for future eval-
uation, and as such doesn’t make explicit use of temporal
elements in the data or in the queries.

3. RETRIEVAL APPROACH

Note that much of this section is based on one that appears
in our papers from CLEF participation[10, 9].

The basic form and variables of the Logistic Regression
(LR) algorithm used for all of our submissions were origi-
nally developed by Cooper, et al. [4]. As originally formu-
lated, the LR model of probabilistic IR attempts to estimate
the probability of relevance for each document based on a
set of statistics about a document collection and a set of
queries in combination with a set of weighting coefficients
for those statistics. The statistics to be used and the values
of the coefficients are obtained from regression analysis of
a sample of a collection (or similar test collection) for some
set of queries where relevance and non-relevance has been
determined. More formally, given a particular query and
a particular document in a collection P(R | @, D) is calcu-
lated and the documents or components are presented to the
user ranked in order of decreasing values of that probability.
To avoid invalid probability values, the usual calculation of
P(R | Q, D) uses the “log odds” of relevance given a set of
S statistics, s;, derived from the query and database, such
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Table 1: Indexes Created for Temporalia

[ Type [ Name | Content | Stoplist |
ExactKey Doc Doc ID number n
Keyword Title Doc Title y
Keyword Topic Full doc content y
Date ParsedDate | Doc Dates - Time expressions n
ExactKey | TypeName Named Entity Types n

that:
S
log O(R | Q, D) =bo+ Y _bis: (1)

i=1
where by is the intercept term and the b; are the coeffi-
cients obtained from the regression analysis of the sample
collection and relevance judgements. The final ranking is
determined by the conversion of the log odds form to prob-
abilities:

(108 O(RIQ.D)

P(R| QD)= soman

(2)

Of course, this last transformation is not actually neces-
sary since the log odds could also be used directly to rank
the results, but we do it in the cheshire system so that the
result of any operation is a probability value for each item
retrieved.

3.1 TREC2 Logistic Regression Algorithm

For NTCIR9 GeoTime we used a version the Logistic Re-
gression (LR) algorithm that has been used very successfully
in Cross-Language IR by Berkeley researchers for a number
of years[3]. The formal definition of the TREC2 Logistic
Regression algorithm used is:

logO(R|C,Q) = log%
[Qcl .
+ ocox ﬁ i log 5 tfso ®)
— c3% \/ﬁﬂélogi{i
+ cax|Qc

where C' denotes a document component (i.e., an indexed
part of a document which may be the entire document) and
Q@ a query, R is a relevance variable,

p(R|C, Q) is the probability that document component C' is
relevant to query @,

p(R|C,Q) the probability that document component C' is
not relevant to query @, which is 1.0 - p(R|C, Q)

|Qc| is the number of matching terms between a document
component and a query,

qtf; is the within-query frequency of the ith matching term,
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tfi is the within-document frequency of the ith matching
term,

ctfi is the occurrence frequency in a collection of the ith
matching term,

gl is query length (i.e., number of terms in a query like |Q|
for non-feedback situations),

cl is component length (i.e., number of terms in a compo-
nent), and

N is collection length (i.e., number of terms in a test col-
lection).

cr are the k coefficients obtained though the regression anal-
ysis.

When stopwords are removed from indexing, then ql, cl,
and N; are the query length, document length, and collec-
tion length, respectively. If the query terms are re-weighted
(in feedback, for example), then gt f; is no longer the origi-
nal term frequency, but the new weight, and ¢l is the sum
of the new weight values for the query terms. Note that,
unlike the document and collection lengths, query length is
the “optimized” relative frequency without first taking the
log over the matching terms.

The coefficients were determined by fitting the logistic re-
gression model specified in log O(R|C, Q) to TREC training
data using a statistical software package. The coefficients,
¢k, used for our official runs are the same as those described
by Chen[1]. These were: c¢op = —3.51, ¢1 = 37.4, ¢z = 0.330,
c3 = 0.1937 and c4 = 0.0929. We have found over time
that these coefficients, trained on TREC data and relevance
judgements have proved remarkably stable and effective in
retrieval from a variety of collections. Although we have oc-
casionally retrained on different corpora we have found only
very minor differences in the coefficients produced for these
variables. Naturally the same method could be applied with
different variables and could potentially, for tasks like Tem-
poralia, include some indication of the temporal relationship
between the query and the document. However, this would
need to be calculated for each document at retrieval time,
since it would depend on the query, and might therefore be
better implemented as post-processing of potential results.

3.2 Blind Relevance Feedback

In addition to the direct retrieval of documents using
the TREC2 logistic regression algorithm described above,
we have implemented a form of “pseudo (or blind) rele-
vance feedback” as a supplement to the basic algorithm.
The algorithm used for blind feedback was originally de-
veloped and described by Chen [2]. Blind or pseudo rele-
vance feedback has become established in the information
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Table 2: Submitted TTR Runs
RunID Type Subquery | P@20 | AP@20 Ms Mean
type nDCG@20 | nDCG@20

TIR_.BRKLY_TDS_T2 No PRF all 0.4584 | 0.3220 0.3383 0.3409
TIR.BRKLY_TDS_T2FB | PRF all 0.4805 | 0.3481 0.3566 0.3585
TIR-BRKLY_TS_T2FB PRF all 0.5116 | 0.3811 0.3858 0.3870
TIR-BRKLY_TDS_T2 No PRF | atemporal | 0.4606 | 0.3326 0.3376 0.3395
TIR.-BRKLY_TDS_T2FB | PRF atemporal | 0.4606 | 0.3445 0.3454 0.3472
TIR_BRKLY_TS_T2FB PRF atemporal | 0.5351 | 0.4231 0.4139 0.4150
TIR-BRKLY_TDS_T2 No PRF future 0.5061 | 0.3573 0.3681 0.3728
TIR_.BRKLY_TDS_T2FB | PRF future 0.5184 | 0.3792 0.3793 0.3836
TIR_BRKLY_TS_T2FB PRF future 0.5357 | 0.3870 0.3907 0.3927
TIR_.BRKLY_TDS_T2 No PRF past 0.3881 | 0.2662 0.2872 0.2880
TIR_.BRKLY_TDS_T2FB | PRF past 0.4357 | 0.3042 0.3191 0.3191
TIR_BRKLY_TS_T2FB PRF past 0.4619 | 0.3441 0.3415 0.3413
TIR_.BRKLY_TDS_T2 No PRF | recency | 0.4691 | 0.3245 0.3537 0.3565
TIR_.BRKLY_TDS_T2FB | PRF recency | 0.5011 | 0.3587 0.3774 0.3788
TIR-BRKLY_TS_T2FB PRF recency | 0.5074 | 0.3661 0.3920 0.3940

retrieval community due to its consistent improvement of

initial search results (in terms of mean average precision) Ry

as seen in TREC, CLEF and other retrieval evaluations [8]. wy = log ]5:_1;; (4)

The blind relevance feedback algorithm that we use is based
on the probabilistic term relevance weighting formula devel-
oped by Robertson and Sparck Jones [15].

Blind relevance feedback is typically performed in two
stages. First, an initial search using the original topic state-
ment is performed, after which a number of terms are se-
lected from some number of the top-ranked documents (which
are presumed to be relevant). The selected terms are then
weighted and then merged with the initial query to for-
mulate a new query. Finally the reweighted and expanded
query is submitted against the same collection to produce a
final ranked list of documents. Obviously there are impor-
tant choices to be made regarding the number of top-ranked
documents to consider, and the number of terms to extract
from those documents. For the Temporalia TIR task, hav-
ing no prior data to guide us, we chose to use the top 10
terms from 10 top-ranked documents. The terms were cho-
sen by extracting the document vectors for each of the 10
and computing the Robertson and Sparck Jones term rele-
vance weight for each document. This weight is based on a
contingency table where the counts of 4 different conditions
for combinations of (assumed) relevance and whether or not
the term is, or is not in a document. Table 3 shows this
contingency table.

Table 3: Contingency table for term relevance
weighting
Relevant | Not Relevant
In doc Ry N — Ry N
Not in doc R*Rz N*NtfR%*Rt N*Nt
R N-—-R N

The relevance weight is calculated using the assumption
that the first 10 documents are relevant and all others are
not. For each term in these documents the following weight
is calculated:
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N—N¢—R+R¢

The 10 terms (including those that appeared in the origi-
nal query) with the highest w, are selected and added to the
original query terms. For the terms not in the original query,
the new “term frequency” (gt f; in main LR equation above)
is set to 0.5. Terms that were in the original query, but
are not in the top 10 terms are left with their original gt f;.
For terms in the top 10 and in the original query the new
qtf; is set to 1.5 times the original gtf; for the query. The
new query is then processed using the same LR algorithm
as shown in Equation 3 and the ranked results returned as
the response for that topic.

Note that for this preliminary evaluation we used only
the Topic full-text index for Temporalia, and did not at-
tempt to filter results based on date information in relation
to the temporal orientation of the various topic statements.
The justification for taking no specific actions based on the
temporal orientation of the query was that this orientation
is already inherently part of the language in the topic con-
tent. This assumption has worked in geographic text search,
where a similar blind feedback approach achieved better re-
sults than systems incorporating explicit geographic meth-
ods[11]. However, given the results discussed below, it ap-
pears that purely temporal phrasing may require different
interventions than those that seemed to be effective for ge-
ographic search. In principle, it might be possible to gen-
erate temporal constraints that would limit results in the
feedback stage to those that are most appropriate for the
relative temporal orientation of the query with respect to
the documents.

4. SUBMISSIONS AND RESULTS FOR OF-
FICIAL RUNS

Table 2 shows the results for our three official submitted
runs for the Temporalia TIR task. In Table 2 we report the
precision at 20 and average precision at 20, the MS normal-
ized discounted cumulative gain at 20, and the mean nor-
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malized discounted cumulative gain at 20 each of the query
subtypes and combined subtypes for each of the submitted
runs.

All of our submitted runs for the GeoTime track used
probabilistic retrieval using TREC2 logistic regression al-
gorithm described in detail above. Two of our submitted
runs also used pseudo or blind relevance feedback along with
the TREC2 algorithm, indicated by “PRF” in the Feedback
Type column. For each runid in table 2 those with “TDS”
in the runid name used the Title, Description and Subquery
elements of the topics, and those with “T'S” did not use
the Description. As the scores in table 2 show, using both
the title and subquery elements along with blind feedback
gives the best results for this collection, and including the
description leads to slightly worse results. In all cases

In comparing the results for these runs compared to those
reported for other participating groups we see that our base-
line results are marginally better or worse than the orga-
nizer’s default baseline systems, depending on the tempo-
ral orientation of the topic, but definitely worse than other
participants’ systems. We assume that all of the other sys-
tems (with the exception of the organizers’ default systems)
make use of explicit temporal information in processing their
queries.

4.1 Analysis of Search and Feedback Failures

We examined the results for individual queries to see if
our approach was successful for particular types of topic,
and found a (very) few situations where one of the other
participant’s approaches were not more successful in retriev-
ing and ranking the results. We primarily used nDCG@Q20
for this analysis, since it is based on the ”gold standard” of
an optimal ranking of results, and takes both relevance and
ranking into account. In addition we looked at Precision@20
to attempt to discover differences in the results due to minor
variations in rank ordering when compared to nDCG@20.

One discovery in this analysis was that there were a num-
ber of topics where no results were found, and where there
was no entry at all in the submitted runs - possibly due to
a query parsing error. However for all topics where we had
a relatively high score for nDCG@20, usually many other
systems performed better.

None of our runs achieved the highest nDCG@20 score
for any individual topic regardless of temporal orientation.
The best scores we achieved were the second highest scores
in both topic 010f and 017f. Among our runs, as indicated by

the average results shown in Table 2, the TIR_ BRKLY_TS_T2FB

run was the best-performing run of those submitted with 74
out of the 200 topics exceeding the mean.

In the analysis we found that only 175 out of the 600 topics
submitted for all of our runs exceeded the mean nDCG@20
score, and a similar result of 182 out of 600 of our scores
exceeded the mean Precision@20 over all participants.

S. CONCLUSION

This paper has described Berkeley’s submissions to NTCIR-
11 Temporalia TIR task. We intend to conduct a number
of further experiments with the data and relevance judge-
ments, and to see how temporal filters and restrictions affect
our results. As noted in the begining this submission was in-
tended to provide a baseline for further evaluation. We fully
intend to exploit some of special indexing tools developed for
the Cheshire system in the future that can take advantage
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of time differentials and other approaches for temporal re-
trieval in the future.

Additionally, as we noted in the discussion of the rank-
ing algorithm and relevance feedback steps above, we used
only our logistic regression-based ranking method, with and
without blind feedback for this preliminary evaluation. The
only index used was the Topic full-text index for Tempo-
ralia, and we did not make any attempt to filter results
based on date information in relation to the temporal orien-
tation of the various topic statements. As also noted above,
it might be possible to generate temporal constraints that
would limit results in the feedback stage to those that are
most appropriate for the relative temporal orientation of the
query with respect to the documents, but this has not been
implemented or tested yet.

Overall, given the goals of the Temporalia task, our ap-
proach of attempting to use only the text of the topics, for
fairly standard text retrieval with blind relevance feedback
was not able to compete with methods that did attempt
special processing for temporal constraints in the topics. We
look forward to hearing how these other methods worked and
how they were able to achieve their much better results.
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