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IUnit Summarization
Introduction

We use a word embedding representation to
iUnit/intent matching.

Method

iUnit Ranking

Introduction

We rank each iUnit by a generative model based
on Query and background Language Models.

Method

Candidate iUnits Q L Mod . .
- - LM-Based two layer summarization
— A 1. iUnits are ranked based on the
ARG singe Winter @2 e L) @i%?? | o Raf\kedciUnit—s language model.ing.methods. |
; single o | iUnit | 2. The top-ranked iUnits are put into
MAX e e Y €1 . pmo the first layer until the length limit X.
R S 1% layer o
| iUnit | 3. Lower-ranked iUnits are matched
RUREER... Query LM s estimated iUnit | against each intent and put into the
pased on relevant | into second layer of the matched intent
Probability of generating each iUnit is estimated by WJ iUﬁit | each 2" layer according to the matching score.
* Query LM based on query relevant documents and botto ‘ 4. Each layer is filled until the text span

Background LM based on non relevant documents.

 Models are computed using the title and body fields of provided
index data.

Ranking Scores

exceeds the pre-defined length limit.
Matching Scores

Set based Intent Matching (organizer’s implementation)

Dirichlet prior smoothing Uni-gram and Bi-gram models

StMset (U, 1)

Wi

Uni-gram model

*Wx : the set of words contained in x

P(wlq) = Np,w + pP(wlo) Word Embedding based Intent Matching (our proposal)
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Bi-gram model E _ *Embwx : embedding of the word wx
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Submit # | Run type | Ranking Intent Matching | Limit | M-measure
score(u, q) = E In Py; (wi,iﬂ \q) 123 ORG-T | Log Odds Ratio LM | Set based 280 17.4376
wi Wit 1 EWa élli glcclﬁdition Ecig S)ddls;l\fl{a.tio LM ];31111?4—(?018 igg 2119.002949
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Experiments 173*1%2| Official | Dir priors LM Emb-+Cos %0 | 25.8498
Tralnlng Results 231 *2 | Offictal | Dir priors LM Emb+Cos (0 13.9927
Run description Run detail Q-Measure 324 *2 | Official Dir priors LM Emb+Cos 252 25.6084
Random ranking (ORG-R) | — 0.7201 " I Noe ot TN ‘ ‘ c 3¢ 7091
Log Odds Ratio (ORG-L) | Laplace smth 0.7001 419 *1 Aclcl}t}on :3%1 priors ;_-"1\':; Set based | 280 26.7036
Vector Space Cosine term freq 0.7715 442 *1 | Addition | Dir priors LM Emb+FEuchidean | 280 26.6096
Vector Space Cosine Boolean 0.78 -
Vector Space+Background | Boolean 0.8003 )
Uni-gram Dirichlet priors p=1l,a=1 0.8347 *1 . frOm 1731 419 & 442
Uni-gram Dirichlet priors p=05a=1 0.8352 _ t il :
Bi.gram Dirichlet priors. | 4= 1 o 0 0 8300 The vector similarity measure greatly affects the effectiveness
?ﬁi’%“-re Dirichlet priors 3 =11,a = &5 82113(7)2 of embedding based matching.
-pivergence aplace Simn . . .
Pitman-Yor u - 1.6 =0.1 0.8321 - The better usage of word embedding representation hopefully
iUnit LM Dir prior p =1 0.8258 . . . .
{Unit LM-+cotopic Dir prior g — 1 |  0.8343 leads to more effective intent matching solutions.
iUnit LM+-coclick Dir prior u =1 0.8339 *9 .
iUnit LM-+cosession Dir prior g =1 0.8329 2 ' frOm 173' . 231 & 324 . . .
iUnit LM-+chie Dir prior p =1 |  0.8345 - Reducing the first layer allocation leads to the decline in

Test Results M-measure.
Run description Run detail Q-Measure - [t seems that the default limit is near optimum.
Random Ranking (ORG-R) | — 0.7411 _
Log Odds Ratio (ORG-L) Laplace smth 0.7269 CO n CI u S I 0 n S

Uni-gram Dirichlet priors p=10,aa =1 0.8072

Bi-gram Dirichlet priors p=1,a=0 0.7965

Mixture Dirichlet priors p=1,a=0.5 0.8029

Uni-gram Dirichlet priors p=05,a=1 0.8081
Conclusions

We used Dirichlet prior smoothing in the LM-Based iUnit ranking

approach.

* We carried out several experiments examining :
Uni-gram/Bi-gram iUnit/query language models.

* We achieved Q-score of 0.807 in a test run using a Uni-gram model.

* A new intent matching method using word embedding.
- This leads to a finer allocation of relevant iUnits to subtly
related intents in the 2"9 [ayer.

 We achieved M-measure of 25.8498.
- This is the best of official runs of the subtask.

* Further improvement is possible,
- with more effective similarity matching.



