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ABSTRACT

Recently, in spoken document retrieval task such as spoken
term detection (STD), there has been increasing interest in
using a spoken query. In STD systems, automatic speech
recognition (ASR) frontend is often employed for its reason-
able accuracy and efficiency. However, out-of-vocabulary
(OOV) problem at ASR stage has a great impact on the
STD performance for spoken query.

In this paper, we propose two spoken term detection meth-
ods which combine different types of side information for
calculating integrated scores. Firstly, we propose combining
feature-based acoustic match which is often employed in the
STD systems for low resource languages, along with ASR-
derived features. Secondly, we propose the method com-
bining confidence measure of speech recognition with ASR.
Both proposed methods consist of two-pass strategy. As the
first pass, automatic transcripts for spoken document and
spoken query are decomposed into corresponding acoustic
model state sequences and used for spotting plausible speech
segments. The experimental results showed that combina-
tion with feature-based acoustic match improves the STD
performance compared to baseline system which uses the
subword-level spotting alone.
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1. INTRODUCTION

Spoken term detection (STD) is a task which locates a
given search term in a large set of spoken documents. Typi-
cally, automatic speech recognition (ASR) is often employed

205

Tatsuya Matsuba
Shizuoka University
3-5-1 Johoku, Hamamatsu-shi, Shizuoka
432-8561, Japan

matsuba@spa.sys.eng.shizuoka.ac.jp

Atsuhiko Kai
Shizuoka University
3-5-1 Johoku, Hamamatsu-shi, Shizuoka
432-8561, Japan
kai.atsuhiko@shizuoka.ac.jp

as a frontend of STD system for its total performance in ef-
ficiency and accuracy. However, out-of-vocabulary (OOV)
problem degrades recognition accuracy and affect the STD
performance. Therefore, many approaches using a subword-
unit based speech recognition system have been proposed[2,
3, 4, 5]. In our previous works[6, 7], DT'W-based spotting
and acoustic matches between feature representations de-
rived from HMM’s state-level alignments of automatic tran-
script has shown significant improvement. As another ap-
proach to deal with OOV problem, many approaches us-
ing a feature-based acoustic match have shown its effective-
ness in low-resource STD tasks, as well as the robustness
against the effects by difference of speaker and recording en-
vironments[8, 9, 10]. However, a feature-based approach is
time-consuming and the approach alone couldn’t outperform
the STD performance of conventional ASR-based system for
rich-resource language tasks.

In this paper, we propose two STD methods which com-
bine second-pass acoustic match scores derived from DNN-
based feature extractor and side information derived from
ASR output. Both approaches employ only one ASR sys-
tem for providing a preliminary set of matching regions de-
tected by a first-pass DTW-based spotting which is based
on a state-level alignment between automatic transcripts of
query and document. The first pass performs DTW-based
spotting with ASR-derived acoustic dissimilarity which is
syllable HMM state-level distance measure. The first pro-
posed method employs DNN-based acoustic match as the
second pass. The second pass performs frame-level acoustic
match based on DNN-derived features such as bottle-neck
feature and posteriorgram. The second proposed method
integrates side information derived from ASR output for es-
timating final matching score. The second pass introduce a
recognition confidence measure (RCM) in candidate regions
by using lattices of spoken document. Finally, we obtain
an integrated score with a logistic regression model which is
trained with a development data.

The organization of this paper is as follows: our base-
line system which is similar to the organizer’s baseline of
the NTCIR-12 SpokenQuery&Doc-2 task[1] is described in
Section 2. Our proposed two-pass STD systems along with
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the improved first-pass DTW-based spotter are described
in Section 3. The experimental results in the NTCIR-12
SpokenQuery&Doc-2 task[1] are presented in Section 4. Fi-
nally, Section 5 gives a summary and conclusion of this work.

2. BASELINE SPOKEN TERM DETECTION

SYSTEM

The baseline system adopts a DT'W-based spotting method
which performs matching between subword sequences of query
term and spoken documents and outputs matched segments.
In NTCIR-9 SpokenDoc STD baseline system[11], a similar
system with the local distance measure based on phoneme-
unit edit distance is used. In our baseline system, the local
distance measure is defined by a syllable-unit acoustic dis-
similarity as used in [12]. The distance between subwords
and y, Dsus(z,y), is calculated by the DTW-based matching
of two subword HMMs with the local distance defined by the
distance between two HMM states. We define the distance
between two states (Gaussian mixture models P and Q) as

(1)

where, BD(P}, Q{*}) denotes the Bhattacharyya distance
between the u-th Gaussian component of P and the v-th
Gaussian component of Q.

At the first stage of preprocessing, 1-best recognition re-
sults for a spoken document archive are obtained by an ASR
system with a word N-gram language model. Then, the
word-based recognition results are converted into syllable
sequences by using pronunciation dictionary.

At the stage of STD for spoken query input, the query
is first transcribed by ASR system and then decomposed
into a syllable sequence. Next, a DTW-based word spot-
ting is performed by using an acoustic dissimilarity as local
distance measure[6],[7]. Finally, a set of segments with a
dissimilarity score less than a threshold is obtained as the
retrieval result.

Dpp(P,Q) = min BD(P™} Q")

3. PROPOSED SPOKEN TERM DETECTION

METHODS

3.1 State-level DTW for detecting candidate
regions (First pass)

Overview of our proposed STD systems are shown in Fig.
1 and 2. This section describes a state-level DTW (spot-
ting) part which is commonly used as the first pass of those
extended STD systems described in the next sections. The
state-level DT'W spotter directly accepts the HMM state se-
quences of ASR outputs for spoken query and documents as
input, while our baseline system described in Section 2 em-
ploys state-level DT'W only for calculating the local distance
between two syllables, which are then used for syllable-level
DTW spotter. In other words, the state-level DTW spotter
uses acoustic dissimilarity Eq.(1) directly, unlike Dgyp cal-
culation for syllable-unit local distance in Baseline system.

Next sections (3.2 and 3.3) describe our proposed methods
which combine different types of side information for calcu-
lating integrated scores for reducing the detection errors in
the first pass.

3.2 Combination with DNN-based
acoustic matches (Second pass)
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3.2.1 System overview

Overview of our proposed STD system is shown in Fig.
1. The system adopts two-pass strategy for both efficient
processing and improved STD against recognition errors.
The first pass performs DTW-based spotting method for
the HMM state sequences as described in Section 3.1. The
second pass performs frame-level acoustic matching against
candidate regions those are narrowed down by the first pass.
As shown in Fig. 1, we adopt DNN-based features which are
described in Section 3.2.2 and 3.2.3. Finally, we obtain an
integrated score with a simple linear combination,

(2)

where the first pass score is Scorestqte and the second pass
score is Scoreframe, respectively.

The second pass performs frame-level DTW by using frame-
level local distances defined in the next sections. One of
major issues of the second pass DTW is that the error of
matched region caused by the first pass also affects the re-
liability of second-pass score and degrades the STD perfor-
mance. We employ an endpoint-free DTW algorithm which
allows extra matched regions (+/ frames in maximum) on
both sides of hypothesized starting and ending points de-
tected in the first pass.

3.2.2 Bottleneck feature

As illustrated in Fig 2, bottleneck feature (BNF) is ex-
tracted from a multi-layer perceptron (MLP), in which one
of hidden layers has a small number of units, relative to the
size of other hidden layer. Conventionally, DNN with a bot-
tleneck layer is trained, so as to extract a small amount of
features effective to identify output class. When consecu-
tive speech frames are spliced as the input to the DNN, it
is expected that the output from a bottleneck layer works
as a non-linear compressor for the high-dimensional input
feature and effectively represents the output class while re-
moving the redundancy in the input features.

In our proposed system, similarly to the general DNN
training method, a Deep Belief Network (DBN) is constructed
to initialize all weights in the DNN with a bottleneck layer.
The DBN is then fine-tuned as a classifier for context-dependent
clustered triphone states with back-propagation method. DNN
structure for BNF extraction is shown in Fig 2. The 42 di-
mensional BNF extracted from a bottleneck layer is used
as the frame-level feature for the second-pass DTW in our
STD system. The local distance between two BNF vectors
is defined as the Euclidean distance.

Scorerinat = aScoreframe + (1 — a)Scoresiate

3.2.3 Posteriorgram feature

In DTW-based STD approaches, posteriorgram feature is
often used as an acoustic feature vectors for calculating local
distance. Acoustic models based on GMM or Multilayer
perceptron (MLP) are used to transform a speech feature
into phonetic posteriors[13],[14].

In our proposed system, DNN to extract posteriorgram is
trained in the same way as DNN in Sec 3.2.2, while the class
for output nodes are replaced by monophone HMM states to
provide a compact representation of posterior feature vector.
The local distance between two posterior vectors  and y is
defined as the negative log of the inner product:

3)

As illustrated in Fig 3, the number of units in output layer

d(z,y) = —log(x - y)
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Figure 1: Overview of proposed STD system with the second-pass DNN-based acoustic matches
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Figure 2: DNN structure to extract bottleneck feature

(i.e., dimension of feature vector) is 145.

3.3 Combination with ASR confidence mea-

sure (Second pass)

Since our STD systems depend on ASR system as a fron-
tend of spoken term detection, the speech recognition accu-
racy greatly affects the search performance. In our previous
work([7], introducing a confidence measure that estimates
the plausibility that a query term exists in a short speech
segment has shown to improve the STD performance. How-
ever, previous study has used the confidence measure only
for filtering the candidates of matched segments, rather than
directly introducing to the final detection score. We can
expect that the improvement of search performance is ob-
tained by integrating side information by ASR output such
as confidence measure into the final scoring.

3.3.1 System overview

Overview of our proposed combination with confidence
measure STD system is shown in Fig. 4. The flow of the
system is the following.
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Figure 3: DNN structure to extract posteriorgram feature

1. Perform the DTW-based spotting for the HMM state
sequences and obtain a set of candidate region and the
dissimilarity score Scoresiate-

2. Estimate confidence measure (RCM) in candidate re-
gion by using recognition lattice of spoken document.

3. Combine Scorestqate and RCM by using logistic regres-
sion model and the combined score is compared with
a threshold for a final decision.

3.3.2 Estimation of confidence measure from the lat-

tice

We estimate the recognition confidence measure (RCM)
by calculating the average of posterior probability of the
highest likelihood recognition in candidate region detected
by the first pass. The RCM score is combined with Scorestate
obtained by the first-pass DTW-based spotting. A fusion
score is obtained by logistic regression model for integrat-
ing side information from ASR output as well as for score
normalization.
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Figure 4: Overview of proposed STD system with the second-pass ASR confidence scoring integration

Given a syllable sequence of a query term B = {Bjy,- -
, By }, the confidence of a candidate speech segment X is
estimated as,

RCM(B) = P(B|X) (4)

where P(B|X) denotes the posterior probability of the syl-
lable sequence B. In general, this measure can be estimated
from the lattice output from ASR system. For simplicity,
we approximate the calculation of RCM by

7 max, {P(s|t)}

t=1

RCM(B) = RCM(T) = i

()

where T'= {i,--- ,j} is the speech frames of candidate seg-
ment detected by the first-pass of our STD system, and
P(s|t) denotes the posterior probability of phone s at frame
t in lattice.

4. EVALUATION

4.1 Experimental setup

We compared the baseline method described in Section 2
and proposed methods described in Section 3. In all exper-
imental conditions, we used reference automatic transcrip-
tion recognized by Kaldi toolkit[18] with matched models
(K-REF-WOR D-MATCH) for target documents and spo-
ken query transcription provided from NTCIR-12 organizer.

In NTCIR-12 SpokenQuery&Doc-2 task[1], some queries
are composed of two or more kinds of terms. To accom-
modate such queries, we split the query into terms by us-
ing the automatic transcript of spoken query and performed
a search for each term separately. Finally, we obtained a
search result by combining all the results by considering
AND condition. The spoken query including ASR output of
pause (silence) which is no shorter than 200 msec are con-
sidered as containing multiple query terms and those output
are segmented by the pause.

When we submitted a formalrun result (run ID: SHZU3),
DNN to extract BNF is trained with PDNN toolkit[16] and
amount of training data was reduced to 234 lecture speeches.
After the formalrun, additional experiments were performed

by using DNNs for both BNF and posteriorgram extrac-
tion which are trained on 910 lecture speeches of CSJ cor-
pus[17] with the Kaldi toolkit. The experiment uses 40 di-
mensional features that applied Linear Discriminant Analy-
sis(LDA) to 39 dimensional MFCC features (MFCC+power
+AMFCC+Apower+AA MFCC+ AA power) with speaker
level Cepstral Mean and Variance Normalization(CMVN),
and we use 40 dimensional x 11lframes as input features to
DNN.

In order to adjust the parameters such as weight o (Eq.(2)),
we used dryrun query set of the NTCIR-12 SpokenQuery&Doc-
2 SQ-STD task as a development set. For training the logis-
tic regression model described in Section 3.3, dryrun query
set as well as the first-pass DTW scores and RCM scores
from positive and negative examples of retrieval result were
used as a development set data.

As a measure of search performance, we use F-measure(max)
and MAP. F-measure(max) is the maximum value of F-
measure when the threshold is adjusted. MAP is the Mean
of Average Precision of all queries per query.

4.2 Evaluation results

Table 1 and 2 show the results for dryrun (development
set) and formalrun (evaluation set), respectively.

SHZU1,SHZU2 and SHZU3 have been submitted to the
NTCIR-12 SpokenQuery&Doc-2 SQ-STD task formal run.
Additional four systems (baseline, state_spot+BNF, state_spot
+post, state_ spot+RCM) are evaluated after the formal run
submission. SHZU1 and SHZU2 perform DTW-based spot-
ting method for the HMM state sequences described in Sec-
tion 3.1. SHZU3 and additional two systems(State_spot+BNF
and State_spot+post) represent the system based on the
combined score by using linear combination described in
Section 3.2. As mentioned in the previous section, the DNN
for BNF extraction for SHZU3 system was trained with re-
duced amount of training data for missing a deadline for
formalrun submission, while the State_spot+BNF used the
DNN trained with much more data compared to SHZUS3.
In addition, SHZU3 system didn’t employ an endpoint-free
DTW algorithm as described in Section 3.2, while addi-
tional two systems (State_spot+BNF and State_spot-+post)
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employed the endpoint-free DTW. The parameter S which
determines the maximum frame length of extra matched re-
gions in the second-pass acoustic match was empirically set
to 30. State_spot+RCM is the system with confidence mea-
sure described in Section 3.3. Only state_spot+RCM sys-
tem used the combined score by logistic regression model
described in Section 3.3.

It should be noted that only for SHZU2 and SHZU3 the
parameters of the first-pass threshold are determined so that
the maximum F-measure is obtained for dryrun query set

(therefore, only those two systems are denoted as dryrun-opt).

On the other hand, the first-pass threshold in all other sys-
tems are simply decided to limit the number of candidates
per query to 1000. The result of “ALL” query type consist
of the results of both IV (in vocabulary) and OOV (out of
vocabulary) queries.

As for the effect of the combination with DNN-based acous-
tic matches, the proposed methods except SHZU3 are better
than baseline. The reason that SHZU3 doesn’t improve the
performance can be explained by the fact that the DNN
for BNF extraction was trained with a reduced amount of
data and the second-pass DTW doesn’t allow extra matched
regions (i.e., insufficient endpoint-free region), while all ad-
dtional systems have been improved at these points. The
results show that the runs with state_spot+post exhibit the
best STD performance for ALL or OOV in MAP. State_spot+
post attained the best STD performance for OOV in both
dryrun and formalrun.

As for the effect of the combination with ASR confidence
measure, the proposed method hardly improves the baseline
performance. This may be due to the fact that the develop-
ment data for learning logistic regression model is too small
and the lack of ASR-related features which affect the score,
since the factors that affect the STD performance come in
a variety of types and they may not be sufficiently modeled
only by RCM. In fact, our recent work obtains some promis-
ing results by incorporating other ASR-related features in
addition to RCM.

5. CONCLUSIONS

In this paper, we introduced two spoken term detection
methods which only depend on single ASR system and addi-
tional second-pass rescoring system with DNN-based acous-
tic matches or ASR confidence measures. We proposed com-
bining feature-based acoustic matches with the ASR-derived
features and using integrated score is obtained by a logis-
tic regression model with the recognition confidence mea-
sure (RCM). The experimental results showed that com-
bining a feature-level matching of posteriorgram and BNF
with ASR frontend-based spotting improves the STD per-
formance compared with baseline methods which use only
spotting with subword-level or state-level local acoustic dis-
similarity measure. On the other hand, combination with
RCM doesn’t improve baseline methods.

Our proposed systems have used the first-pass DTW with
a state-level local distance derived from syllable-unit GMM-
HMM with MFCC feature, while the automatic transcripts
as input for the first-pass were given by a DNN-HMM-based
decoder. Since our experiment showed much lower accuracy
for GMM-HMM-based ASR than DNN-HMM-based ASR,
we should replace the local distance with more accurate
model-based one. Also, the recognition confidence measure
(RCM) used as additional ASR-derived feature is based only
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on the ASR output of target document, and doesn’t cope
with the similarity between query and document. Therefore,
we expect further improvement of the STD performance by
using recognition confidence measure considering similarity
with the query [7].
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