USTC at NTCIR-12 STC Task
Junbei Zhang, Junfeng Hou, Shiliang Zhang, Lirong Dai

National Engineering Laboratory for Speech and Language Information Processing
University of Science and Technology of China, Hefei, China

Input: test-query, repos-comment
Output: transition score

[ Abstract } Algorithm 2 Transition-p2c Test { Experiments }

® Task: Short Text Conversation (STC) I: Initialize: score = 0, K = zeros(m, n) ® We submit 5 runs:
® System architecture: K= qu&r},lr-tf-ldf- c-ti-1dt Query-Post Similarity + EncDec-Forward +
N y - 0 : . . & tor (m, n) in Kajl_lijfh ]'Ii"-:i Tl EncDec-Reverse + Transition-p2c
exical features: Query-Response Similarity, J SCOTE = §COTE m||n| * Tim||n o
> -C-R2: -
Query-Post Similarity, Transition-p2c 6: end for USTC-C-R2: Query-Response Similarity +

Query-Post Similarity + EncDec-Forward +

» Semantic features: EncDec-Forward model, EncDec-Reverse + JointTrain

EncDec-Reverse model, Joint-Train model >  USTC-C-R3: Query-Response Similarity +
> Ranking: linear RankingSVM [ Semantic Features } Query-Post Similarity + EncDec-Forward +
® Results: 0.2867 on Mean nDCG@1, Transition-p2c
0.4509 on Mean P+, and 0.4181 on Mean ® EncDec-Forward model > USTC-C-R4: Q.ue.ry-I.Response Similarity +
NERR@10 > Motivated by the work in [Vinyals et al. S:Cel)r\e’;l_);:f’:'rr:;"anty + EncDec-Forward +
2015], [Shang et al. 2015] and [Bahdanau et a Simil
. > USTC-C-R5: Query-Response Similarity +
Svstem Architecture al. 2014], we use the seq2seq model to Y
L y estimate P(Response | Post). Query-Post Similarity + EncDec-Forward
. :-: ® Results:
® We model this task as learning-to-rank too1 $ T T > Official Results
problem, and classify the features into X I s TV e 0 e B i Table 1: Official STC(Chinese) results
two categories: lexical features and T T T T T I T T T b T TREaIn
semantic features. A B C  <eos> W X ¥ Z ' T e
» X 0.2867 | 0.4509 0.4160
Context Reo| . 0.4479 0.4181
1 ] | . (Previous Sentences) Pl R1 0.2733 0.4497 0. 4160
exical Features ' —— R T
R2 0.2567 0.4310 0.4001 |
® EncDec-Reverse model == 9967 04004 03848 |
a . i = ' n
® Query-Response Similarity > Many-to-many: Unlike the machine

translation task, one post in STC may have

N > Offline Training Set Results
several comments to fit with, and one

» Map query and response to their own TF-
IDF score vector

> calculat i o similarity bet comment can also fit with more than one Table 2: STC(Chinese) training set results
a:;‘:ezpeoizzne Simiiarity DERWeen query post. [Run [ nDCG@1 | P+ | nERR@I0
> Reconstruction: max P(Post | Response) RS (0.4741 0.6529 0.6327
® Query-Post Similarity R4 0.4785 | 0.6582 | 0.6395
> Calculate cosine similarity between query p H £ s> R3 0.4726 | 0.6570 0.6347
and post R2 0.4589 0.6625 (.6446
1 0.4859 (.66G18 0.6449

® Transition-p2c

» Model the transition probability between A B C (I ¥ Y 7 > Transition-p2c Case Study
post words’ vector and response words’ Post (Response) Response (Post) . _
t Table 3: Transition score topl0 of different word
vector pairs
» Example: Figure 1: Encoder-Decoder Model for STC post words comment words transition score
) % "
[0 Query: Where do we eat? i.f—.Jit ” ft“ﬂ - 0.3207
e Joint-Train model (freight) {pu;c 1asing agen s)

[0 Query-Response: We eat two apples. FAT (medium) U 1 (thanks) 0.1302

O Query-Post: Where do we go?->We go » Generation & Reconstruction: combine B (alarm) [17K (saliva) 0.1273
¢ P(Response | Post) and P(Post | Response) JLHET R

o the bank. (Lantern Festival hanin 0.1260
in one model antern Festival) (happy)

O Transition-p2c: Restaurant. (Transition Decoder] ded as both a decod 4 |(sprout) A] % (lovely) 0.1180
prObabiIity between “Where” and > ecoderl Is regarded as both a decoder an -ﬁ_q:- St L O 01177
“Restaurant”. “eat” and “Restaurant” is an encoder (Encoder2). (pay a I‘;Et% l{:ar call) {Immg 11£w year)

. ’ =1 I E e
higher than normal.) | Camment | st (Wong Lo Kat) (JDB Beverage) 01071
» Algorithm: : | - HE (native) i = (traffic) 0.1066
; P F K (kiddy) Al % (lovely) 0.1042
Algorithm 1 Transition-p2c Train ' i ] 5 A & -
| (Leslie Cheung) (brother) 0.1007
Input: repos-post, repos-comment | A ! ATe LG i
Output: transition matrix T Pos | Comment |
1: Word segmentation, and get words’ vector of post and Encoderl ! Decoderl&Encoder? ! Decader? L Conclusions }
comment

2: Initialize: T = zeros(m, n), m = length of post vocabu-

lary set, n = length of comment vocabulary set Figure 2: Joint-Train Model

® The results in training set and cases

3: IDF score of post set and comment set o

4: for (p, ¢) in (post-word vector, comment-word vector) Ranking show the efficiency of the models we
do proposed.

5 Get tf — idf score vector : p-tf-idf, c-tf-idf . . .« . .

: Get t] —adf score vector : p-ti-idf, c-tt-} ® The online evaluation is inconsistent

6: T =T+ p-thidf c-tf-idf o We use linear RankineSVM t ' . _ .

= and for € use finear Rankingsvivi 1o merge a with the offline evaluation because of

8: Normalization: for i in [0, m], normalize T[i] the scores and output a final score for the subset selection problem.

each query and response pair.




