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Introduction
Goal
Given	an	input	post,	search	appropriate	replies	
from	the	pool.

Approach
we	compare	the	state-of-the-art	methods	for	
estimating	text	similarities	to	investigate	their	
performance	in	handling	short	text,	specially,	
under	the	scenario	of	short	text	conversation.

System	Design
We	implemented	these	five	methods	as	
Similarity	Calculation.

① TF-IDF
② Weighted	Text	Matrix	Factorization
③ Word2vec	→ TF-IDF
④ Random	Forest	→ TF-IDF
⑤ Random	Forest	＋ TF-IDF

Results
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Evaluation	Method

Result	of	experiments

Oni-J-R3	(①TF-IDF) Oni-J-R5	(②WTMF)
Oni-J-R4	(③Word2Vec	→	TF-IDF) Oni-J-R1	(④RandomForest	→	TF-IDF)
Oni-J-R2	(⑤RandomForest	+	TF-IDF)
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Mean	of	labels	for	each	rank
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