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Method

Formal-run
1. Keyword-based Approach
2. Logistic Regression Approach

Additional challenge
3.  Support Vector Machine(SVM) Approach



Introduction

Why keyword-based?

Tweet

「 」

Keyword related to disease or symptom



Keyword-based Approach

Every tweet is assessed

if the tweet contains the feature keywords by label  



Logistic Regression Approach

The tweet of traindata and testdata

Tweet contain keyword
Target for analyzing



Logistic Regression Approach

𝑝(𝑥) = %
%&'(()*+),-,+⋯)/-/)

p >= 0.5       1(positive) p < 0.5       0(negative)



Support Vector Machine Approach

Keyword-based
Logistic Regression

Liner method

SVM with RBF kernel
Non-Liner method

Some false-positive

sloves to non-liner problems 



Result

・Keyword-based(Res2) and Logistic Regression(Res3)
were not good result

・SVM approach (Res4,Res5) was better than vanilla-SVM



Conclusion

• Keyword-based and Logistic Regression approach 
were not enough.

• Both approach were very simple.

• SVM approach is good compared with both 
approach.


