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2.1 Preprocessing
There are some traditional Chinese in raw text which will

cause incorrect word segmentation, so we convert traditional
Chinese to simplified Chinese with nstools1. Moreover, we
convert full-width characters into half-width ones. In addi-
tion, we replace all the number, datetime, url with token
< NUM>, < TIME>, < URL> respectively.

Unlike English words in a sentence are separated by spaces,
Chinese short texts are written without any symbol between
characters. So the word segmentation becomes necessary.
We choose nlpir2 to segment the chinese text. After seg-
mentation, our system filters meaningless words and sym-
bols according to Chinese stop words list in order to clean
the result.

The following example in Table 1 shows the raw text,
segmentation result without and with traditional-simplified
conversion (T-S conversion for short), and clean result.

2.2 Similarity Features
In order to compute the degree of similarity or relate-

ness between two sentences, we convert text sentence into
continuous vector representations with some techniques in-
cluding LSA, LDA, Word2Vec, LSTM-Sen2Vec. While not
using TF-IDF as the similarity feature directly, it would
participate in training LDA, LSA models and calculate the
similarity score by using Word2Vec, see 2.2.5.

2.2.1 TF-IDF

In information retrieval, TF-IDF, short for term frequency
– inverse document frequency, is a numerical statistic that is
intended to reflect how important a word is to a document in
a collection or corpus. It is often used as a weighting factor
in information retrieval, text mining, and user modeling.

TF-IDF is the product of two statistics, term frequency
and inverse document frequency. Various ways for determin-
ing the exact values of both statistics exist.

In the case of the term frequency TF (t, d), the simplest
choice is to use the raw count of a term in a document, i.e.
the number of times that term t occurs in document d.

The inverse document frequency is a measure of how much
information the word provides, that is, whether the term is
common or rare across all documents. It is the logarithmi-
cally scaled inverse fraction of the documents that contain
the word, obtained by dividing the total number of doc-
uments by the number of documents containing the term,
and then taking the logarithm of that quotient.

IDF (t,D) = log
N

|d ∈ D : t ∈ d|
(1)

Where, N refers to the total number of documents in the
corpus, N = |D|. |d ∈ D : t ∈ d| refers to the number of
documents where the term t appears. If the term is not in
the corpus, this will lead to a division-by-zero. It is therefore
common to adjust the denominator to 1 + |d ∈ D : t ∈ d|.

Then, TF-IDF is calculated as

TF − IDF (t, d,D) = TF (t, d) · IDF (t,D) (2)

2.2.2 LSA

1https://github.com/skydark/nstools
2http://ictclas.nlpir.org/

Latent semantic analysis (LSA) is a technique of analyz-
ing relationships between a set of documents and the terms
they contain by producing a set of concepts related to the
documents and terms. LSA assumes that words that are
close in meaning will occur in similar pieces of text (the dis-
tributional hypothesis). A matrix containing word counts
per paragraph (rows represent unique words and columns
represent each paragraph) is constructed from a large piece
of text and a mathematical technique called singular value
decomposition (SVD) is used to reduce the number of rows
while preserving the similarity structure among columns.[3]
We combine each post with its corresponding comments to
be a document, then we train LSA model (200 topics) on
these documents with gensim3. From trained model, we can
get vector for each chinese word. Then, we can get vector
representation of a sentence by Eq.3:

V =
1

n
·

n∑

i=1

vi (3)

Here, capital V refers to vector of a sentence, vi refers to
vector of each word in the sentence, and n is the length of
the sentence.

2.2.3 LDA

Latent Dirichlet allocation (LDA) is a generative statisti-
cal model that allows sets of observations to be explained by
unobserved groups that explain why some parts of the data
are similar. For example, if observations are words collected
into documents, it posits that each document is a mixture
of a small number of topics and that each word’s creation is
attributable to one of the document’s topics.[4] Like train-
ing LSA model, we combine each post with its correspond-
ing comments to be a document, then we train LDA model
(200 topics) on these documents with gensim. With trained
LDA model, we can transform new, unseen documents into
LDA topic distributions. We regard a sentence(a post, or a
comment) as a document, convert it into plain bag-of-words
count vector, and then index LDA model to obtain a vector
representation of the sentence.

2.2.4 Cosine Similarity

After convert sentence into vectors, we compute similarity
of two sentences by cosine similarity:

Sim(s1, s2) =
V1 · V2

‖V1‖ ‖V2‖
(4)

Here, V1 refers to vector representation of sentence s1, V2

refers to vector representation of sentence s2.
With sentence vectors from different models, we get cor-

responding sentence similarity. We use SimLSA to denote
sentence similarity based on LSA model, and SimLDA to
denote sentence similarity based on LDA model.

2.2.5 Word2Vec

Word2Vec is an efficient tool for computing continuous
distributed representations of words[5]. We train ourWord2Vec
model on provided post-comment pairs in repository and
training data with skip-gram architecture where window size
is 7, vector length is 300 and min count is 5 to remove infre-
quent words. Vector representation for each chinese word is
directly obtained from trained model.

3https://radimrehurek.com/gensim/index.html
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2.4.3 TextRank + Pattern-IDF

In this method, We add each comment sentence in candi-
dates as a vertex in the graph and use Word2Vec similarity
as edges between vertices in the graph.

At time t = 0, We initiate a l-dimension vector P , here
l is the number of comment candidates. And each entry of
P is defined as the score of Pattern-IDF between the query
(new post) q and corresponding comment ci in candidates:

Pi = ScorePI(q, ci) (25)

Then, we construct a l × l matrix M , defined as

Mij = SimW2V (ci, cj) (26)

At each time step, the computation yields:

P (t+ 1) = dMP (t)+ (1− d)
P (0)

|P (0)|
(27)

The computation ends when for some small ǫ, |P (t+1)−
P (t) < ǫ|, Where we set ǫ = 10−7.

Finally, we get the score Pi for each comment in candi-
dates. After sorting, the top-10 comments are obtained as
our Nders-C-R2 results.

3. EXPERIMENTS

3.1 Data Set
The repository consist of 219,174 Weibo posts and the cor-

responding 4,305,706 comments. There are 4,433,949 post-
comment pairs in total. So each post has 20 different com-
ments on average, and one comment can be used to respond
to multiple different posts.

There are 769 query posts in training data, each of which
has about 15 candidate comments. Totally, there are 11,535
comments labeled with suitable, neutral, and unsuitable. Suit-
able means that the comment is clearly a suitable comment
to the post, neutral means that the comment can be a com-
ment to the post in a specific scenario, while unsuitable

means it is not the two former cases.
100 query posts are used for test. Each team is permitted

to submit five runs to the task. In each run, a ranking list
of ten comments for each test query is requested.

3.2 Evaluation Measures
Following the NTCIR-12 STC-1 Chinese subtask, three

evaluation measures are used: nG@1 (normalised gain at
cut-off 1), P+, and nERR@10 (normalised expected recip-
rocal rank at cut-off 10)[1][2].

nG@1 shows the quantity of effective result in the re-
trieved candidates.

P+ depends most on the position of the best effective
result in the ranking list of retrieved candidates. It gives
the top ranked result the most ratio.

nERR@10 shows the rank correctness of the candidates
ranking, which means that the more effective result should
be ranked as more front of the ranking list of retrieved can-
didates.

3.3 Experimental Results
We submitted five runs for comparison and analysis:

1. Nders-C-R5: Use LDA,Word2Vec and LSTM-Sen2Vec
to retrieve similar posts and get corresponding com-
ments, LDA and Word2Vec to retrieve appropriate

Table 4: The official results of five runs for Nders
team
Run Mean nG@1 Mean P+ Mean nERR@10
Nders-C-R1 0.4593 0.5394 0.5805
Nders-C-R2 0.4743 0.5497 0.5882
Nders-C-R3 0.4647 0.5317 0.5768
Nders-C-R4 0.4780 0.5338 0.5809
Nders-C-R5 0.4550 0.5495 0.5868

comments from all comments, combine and rank them
with Score1q,c(q, c) and get top-10 comments as results.

2. Nders-C-R4: Use LSA,Word2Vec and LSTM-Sen2Vec
to retrieve similar posts and get corresponding com-
ments, LSA andWord2Vec to retrieve appropriate com-
ments from all comments, combine and rank them with
Score2q,c(q, c) and get top-10 comments as results.

3. Nders-C-R3: Use graph-based algorithm TextRank
with words as vertices in the graph, and use score
RankTextRank to rank the comment candidates from
R4 and get top-10 comments.

4. Nders-C-R2: Use RankPI as a ranking score to rank
comment candidates from R4 and get top-10 comments.

5. Nders-C-R1: Use graph-based algorithm TextRank
with comments as vertices in the graph and Pattern-
IDF as initiate score for each comment to rank the
comment candidates from R4 and get top-10 comments.

The official results of our five runs are shown in Table
5. Which shows that, with the use of Word2Vec and LSA
model, R4 achieves best result in our five runs for Mean
nG@1, that ranks 4th among 22 teams.

The best results in our runs for Mean P+ and Mean
nERR@10 are both R2, which introduces Pattern-IDF to
rank the comment candidates generated by Word2Vec and
LSA model(R4). The result of R2 improves against R4 by
2.02% for mean P+ and 1.26% for mean nERR@10 and both
ranks 5th among 22 teams, with 0.77% slightly decreased for
mean nG@1. It proves the effectiveness of the Pattern-IDF
we devised.

However, the results of R3 are worse than that of R4 for
all three metrics, which shows TextRank is not helpful for
candidates ranking in this task.

Moreover, we conduct a per-topic analysis. We classify
100 test posts according to their topics, including animal,
philosophy, weather, entertainment, emotion, travel, tech-
nology, sports, art, diet and others. Then, for each topic,
we calculate the mean value of each run for three evaluation
metrics respectively, shown as Table5-Table7.

Results show that, the standard deviation of R5 (with
LDA model) is bigger than R4 (with LSA model ) and other
runs. Though in some topics such as animal, sports, and
diet, the mean value for each metric is significantly high
than other topic, however, in other topics, the mean value
is rather small. It is because that the LDA vector is sparse,
that is, most of entries of the vector is zero. Which results
that the cosine similarity of two LDA vector is either close
to 1 (high topic related) or close to 0 (topic not related).

It suggests that LDA model is unstable over topics. Which
is also why we choose the candidates from R4 for further
ranking by R1, R2 and R3.
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4. CONCLUSIONS
In this paper, we propose an approach for STC-2 task of

NTCIR-13. The LSA, Word2Vec and LSTM-Sen2Vec model
are used to find similar posts. The LSA and Word2Vec
model are used to retrieve comment candidates. A graph-
based algorithm TextRank and the Pattern-IDF we devised
are applied to rank the candidates. Results show that the
Pattern-IDF we devised is effective for ranking while Tex-
tRank not, and LDA model outperforms LSA model in re-
trieving candidates. Finally, our best run achieves 0.4780(R4)
for mean nG@1, 0.5497(R2) for mean P+, and 0.5882(R2)
for mean nERR@10, which respectively rankes 4th, 5th, 5th
among 22 teams.
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Table 5: Per-topic analysis for mean nG@1
Topic Nders-C-R1 Nders-C-R2 Nders-C-R3 Nders-C-R4 Nders-C-R5
animal(4) 0.5000 0.4167 0.5417 0.5417 0.6667
philosophy(7) 0.3333 0.4286 0.3333 0.3333 0.1667
weather(3) 0.2778 0.2778 0.2778 0.2778 0.2778
entertainment(2) 0.4167 0.4167 0.3333 0.3333 0.1667
emotion(23) 0.4768 0.5493 0.5130 0.5275 0.5130
travel(4) 0.5834 0.5000 0.5000 0.5000 0.4583
technology(9) 0.3889 0.2963 0.3704 0.3704 0.2482
sports(5) 0.2867 0.4533 0.3600 0.3933 0.6933
art(5) 0.5000 0.5000 0.4000 0.5667 0.4333
diet(16) 0.5000 0.5000 0.5521 0.5521 0.6771
other(22) 0.5091 0.5015 0.4864 0.4864 0.3712
std. 0.1007 0.0865 0.0965 0.1040 0.1980

Table 6: Per-topic analysis for mean nERR@10
Topic Nders-C-R1 Nders-C-R2 Nders-C-R3 Nders-C-R4 Nders-C-R5
animal(4) 0.6143 0.5868 0.6344 0.6359 0.7459
philosophy(7) 0.5015 0.5489 0.4704 0.4735 0.3721
weather(3) 0.4089 0.4034 0.4000 0.4000 0.4893
entertainment(2) 0.4932 0.4988 0.4551 0.4509 0.3394
emotion(23) 0.5854 0.6297 0.6050 0.6076 0.6432
travel(4) 0.6811 0.6487 0.6385 0.6435 0.5768
technology(9) 0.5052 0.4518 0.4532 0.4545 0.4465
sports(5) 0.4854 0.5466 0.5091 0.5203 0.7779
art(5) 0.6475 0.6864 0.5828 0.6726 0.6399
diet(16) 0.6537 0.6504 0.6976 0.6862 0.7716
other(22) 0.5912 0.5777 0.5715 0.5703 0.4722
std. 0.0867 0.0881 0.0949 0.1006 0.1577

Table 7: Per-topic analysis for mean P+
Topic Nders-C-R1 Nders-C-R2 Nders-C-R3 Nders-C-R4 Nders-C-R5
animal(4) 0.5594 0.5082 0.5507 0.5655 0.6805
philosophy(7) 0.4711 0.5295 0.4256 0.4370 0.3556
weather(3) 0.3927 0.3910 0.3869 0.3869 0.4749
entertainment(2) 0.4087 0.3745 0.3517 0.3478 0.2511
emotion(23) 0.5500 0.5959 0.5526 0.5561 0.6101
travel(4) 0.6352 0.5919 0.5870 0.5870 0.5149
technology(9) 0.5078 0.4475 0.4106 0.4081 0.4057
sports(5) 0.4275 0.5312 0.4523 0.4647 0.7344
art(5) 0.5887 0.6624 0.5566 0.6512 0.5929
diet(16) 0.6080 0.6057 0.6580 0.6408 0.6923
other(22) 0.5383 0.5251 0.5362 0.5253 0.4705
std. 0.0825 0.0904 0.0964 0.1036 0.1521
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