
SLWWW at the NTCIR-13 
WWW Task  

 
Peng XIAO ,Yimeng FAN, Lingtao Li, Tetsuya Sakai 

Waseda University 



Outlines 

1.  Objective 
2.  Data 
3.  Query expansion based on word embedding 
4.  Official result and analysis 
5.  Conclusion  



Objective 

• Chinese Subtask of the We Want Web task 
• Our goal : improve the search effectiveness 
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Data 

• Around 81,000 documents 
• 100 topics 
• Train: 92 topics with around 45,000 user logs; Test: 100 topics 

with around 88,000 user logs (never used) 
• 200d word2vec model (full corpus of SogouT 16) 
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Centroid 
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Query expansion 
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Official result 



Condensed-list measures 



Office result after removing topic 33 

Condensed-list measure scores after removing 
Topic 0033  
 

underestimated 

overestimated 
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Conclusions 

• Applied query expansion based on centroid and combMax 
methods. 

• For the regular evaluation, Base-3 and Base-4 statistically 
significantly underforms the baseline in terms of Mean 
nERR@10 (underestimated) 

• Based on condensed-list measures, all four submitted runs 
statistically significantly underform the baseline.(overestimated) 

• The true effectiveness scores for the baseline run should lie 
somewhere between the regular evaluation and the condensed-
list measures evaluation 
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