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ABSTRACT

This paper describes the RUCIR’s systems which partic-
ipated in the Short Text Conversation (STC-2) task (Chi-
nese) at NTCIR-13[9]. Contrary to the STC task in NTCIR-
12, generation-based methods are considered and partici-
pants are encouraged to explore some effective ways to com-
bine both retrieval-based and generation-based approaches
to get a more intelligent chatbot. This paper introduces
two systems we proposed: (1) a retrieval-based system (2)
a generation-based system combined with retrieval-based
methods. Besides, we do some analysis and discussion on
the two systems based on the results.
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1. INTRODUCTION
Human-computer conversation is a challenging task in nat-

ural language processing (NLP). Contrary to generic conver-
sation system, short text conversation (STC) system focuses
on handling short text dialog (i.e., both inputs and outputs
of the system are shorter than normal sentence).

STC was first appeared as a task in NTCIR-12 (STC-11)
which tackles the following research goal: reuse an exists
comment from repository to reply a given post. The data
is collected from social media such as Twitter and Weibo,
therefore the post and comment construct a single-round
dialog. Intuitively, the retrieval-based methods considered
in STC-1 are limited on generating “new” comments since
all comments are retrieved from repository. STC-2 involves
generation-based methods and encourages participants to
design ensemble system which combine both retrieval-based
approaches and generation-based approaches.

Retrieval-based methods consider the post as a query and
search for a most relevant comment in the database as the
result. Common retrieval-based dialog systems work in a

1To make it clearly, we use STC-1 to denote the STC task
in NTCIR-12 and STC-2 for NTCIR-13

retrieval-and-reranking strategy and focus on extracting more
features to train a better ranking model or designing mod-
els with more complicated structure[5, 10]. Based on recent
researches, we consider that an effective way to measure the
similarity between post and comment is the keypoint for
this task. Therefore, the process of our approach can be
described as follows: (1) use open-source retrieval system
(like Solr) to obtain the candidate post-comment pairs, (2)
involve word embedding to represent each word as a vector
and construct the sentence vector by weighted sum opera-
tion, (3) calculate the similarity between the input post and
the candidate post-comment pairs by various distance func-
tions (Cosine and Euclidean), (4) rank the candidate list and
return the top n comments as the results.

Recent years, neural network based methods bring new
opportunities to many NLP tasks, especially for dialog gen-
eration[8]. Sequence to sequence (Seq2Seq) model[1] is one
of the most elegant RNN-based frameworks. Since the struc-
ture of RNN is naturally suitable to model time-series data,
the Seq2Seq model can capture semantic and syntactic re-
lations between posts and comments. Besides, the atten-
tion mechanism[1, 6] was proposed to enhance the model on
learning patterns from data. In this paper, we use Seq2Seq
as our base model and add local and global keywords which
we excerpt from our retrieval-based system as extra informa-
tion to build our novel ensemble conversation system. The
response is generated in a two-step fashion: First, we predict
3 global keywords and 3 local keywords. The global key-
words are chosen according to their the point-wise mutual
information (PMI)[7]. The PMI of each word is calculated
over the whole repository, we therefore denoted this kind of
keywords as global keywords. On the other hand, we intro-
duce TF-IDF to choose local keywords because the TF-IDF
is calculated on the post-comment pairs related to the input
post. We then use a modified Seq2Seq model to synthesize
a response based on the input, global keywords and local
keywords.

Our contribution is two-fold: 1) build a retrieval-based
system based on similarity, 2) propose an advanced response
generation system based on Seq2Seq model combined with
local and global keywords. And the remainder of this paper
is organized as follows. Section 2 discusses our system archi-
tecture in details. Section 3 describes our experiment and
analysis on the experimental results. Finally, we conclude
our paper in section 4.

2. SYSTEM ARCHITECTURE
As we submit results by both retrieval-based and generation-
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tion pt of candidate words at every time t is computed as:

st = f(yt−1, st−1, c); pt = softmax(st, yt−1)

where st is the hidden state of the decoder RNN at time t

and yt−1 is the word at time t− 1 in the reply sequence.
The attention mechanism was proposed to enhance the

model on learning patterns from data[]. In Seq2Seq with
attention, when decoder generates a word, it not simply de-
pends on the final state of encoder (the context vector c) as
we described before. On the contrary, each word yi corre-
sponds a context vector ci, and ci is a weighted sum of all
hidden states (h1, · · · , hn) of the encoder. Formally, ci is
defined as:

ci =
n∑

j=1

αijhj

where αij is given by:

αij =
exp(eij)∑n

k=1
exp(eik)

; eij = η(si−1, hj)

η is usually implemented as a multi-layer perceptron (MLP)
with tanh as the activation function.

In our methods, we have two kinds of keywords as extra
information, and we therefore introduce two extra attentions
to involve them. As it shows in Figure 2, we use an“extra lo-
cal info attention”and an“extra global info attention”which
function on local keywords and global keywords separately.
Then we combine them with the encoder hidden states by
a joint attention to construct the context vector. As for
the decoder, it runs like the traditional Seq2Seq model with
attention mechanism. Besides, beam search is employed to
generate multiple sentences.

2.2.4 Reranking

After these aforementioned steps, we gain a list of replies.
This result is one of our submitted runs. Moreover, we de-
sign some exquisite functions to rerank the replies.

The first one is the Cosine similarity between the gen-
erated reply and corresponding post. We have already de-
scribed the Cosine similarity in the former section. And the
replies are raranked by the similarity score.

Another one is that we put these responses into Solr again
and get the top 1 post. And use the same Cosine function
to measure the similarity between these posts and the input
post. Again, rerank replies according to these scores.

3. EXPERIMENT AND ANALYSIS
In this section, we will introduce the dataset in this task,

the evaluation metrics and the implementation details in our
different runs.

3.1 Dataset
Table 1 shows the statistics of the repository and the small

set of data with label.
The repository contains 219,174 Weibo posts and cor-

responding 4,305,706 comments which comprise 4,433,949
pairs. Therefore each post have more than 20 different com-
ments on average, and one comment may be used to respond
to multiple different posts.

Besides, this task provides another small set of data with
labels. They are 768 posts and each of them correspond
to 15 comments, thus the total number of pairs is 11,535.

Table 1: The Dataset of Sina Weibo

Repository
#posts 219,174

#comments 4,305,706
#original pairs 4,433,949

Labeled Data
#posts 768

#comments 11,535
#labeled pairs 11,535

These pairs are labeled with “suitable(+2)”, “neural(+1)”
and “unsuitable(0)”. The label “suitable” means the com-
ment matches clearly with the post, while “neural” indicates
the comment can be a reply to the post in some specific
scenarios and “unsuitable” means they are unrelated.

3.2 Evaluation Metrics
The evaluation metrics are nG@1, P+, and nERR@10

which following the NTCIR-12 STC Chinese subtask[].
nG@1 shows the quantity of effective result (like result

with label “suitable” or “neural”) in the results. It will take
three values: 1, 1/3 or 0 in this task.

P+ reflects the position of the best result in the ranking
list of candidates.

nERR@10 considers the correctness of the ranking, which
means the more effective result should be ranked more top
in the candidates.

Table 2: Part of Official Results (Top 90 only)
Run nG

@1
Run P+ Run nERR

@10
SG01-
C-G1

0.5867 SG01-C-
G1

0.6670 SG01-C-
G1

0.7095

splab-
C-G4

0.5080 splab-C-
G4

0.6080 SG01-C-
G1

0.7095

Beihang-
C-R4

0.4980 Beihang-
C-R4

0.5818 splab-C-
G4

0.6492

Nders-
C-R4

0.4780 DeepIntell-
C-R1

0.5564 Beihang-
C-R4

0.6105

srcb-C-
R5

0.4500 Nders-C-
R2

0.5497 DeepIntell-
C-R1

0.5994

rucir-
C-R2

0.3453 rucir-C-
R2

0.4675 rucir-C-
R2

0.5064

rucir-
C-R3

0.2617 rucir-C-
R3

0.3924 rucir-C-
R3

0.4272

rucir-
C-R1

0.2567 rucir-C-
R1

0.3802 rucir-C-
R1

0.4079

rucir-
C-G3

0.2543 rucir-C-
G3

0.3461 rucir-C-
G3

0.3828

rucir-C-
G1

0.1712

3.3 Implementation Details
We use Jieba3 to split the posts and comments into se-

quences of words. Albeit both posts and comments are Chi-
nese short text collected from Weibo, the distribution of
the words are quite different. The number of unique words
in the posts is 131,658 while that of responses is 574,916.
We build two separate dictionary for posts and responses

3https://github.com/fxsjy/jieba
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by using 40,000 most frequent words on each side, cover-
ing 97.01% usage of words for post and 95.65% for reply
respectively. The words which not in the dictionary are re-
placed by a special token “ UNK”. The dimensions of the
hidden state of encoder and decoder are both 1,000 and the
dimensions of the word-embedding for post an d response
are both 620. All the model parameters are initialized by
random sampling from a uniform distribution in [−0.1, 0.1].
All our models were trained on a NVIDIA Tesla K40 GPU
using stochastic gradient descent algorithm with mini-batch.

3.4 Experimental Results and Analysis
The best 5 teams with their best run results and our re-

sults are shown in Table 2. They are sorted by evaluation
metrics respectively.

Following the results, our methods can provide meaning-
ful responses to some extent. However, the performance is
not really good compared with other teams. On the other
hand, we found that the “rucir-C-G3” model outperforms
our other generation models. This is the model without
reranking module. We guess that our reranking method is
too naive and not suitable for the generation results. Be-
sides, the results generated by the model with only one kind
of keywords are even worse and do not appear at the top 90
list. We can infer that the two different keywords may both
affect and improve the Seq2Seq model.

We also do some vertical analysis on each team’s results.
We count the number of team whose best model is either
generation-based system or retrieval-based system. The re-
sult is interesting, under the mean nG@1 metrics, only 5
teams’ generation-based models outperform their retrieval-
based models while 12 teams on the contrary. We conclude
that although the retrieval-based approaches could not re-
turn totally new response, they guarantee the fluency and
grammar correctness at least. However, the best one among
all the models is generation-based. It proves that generation
models contain numerous potential to be explored.

4. CONCLUSION
In this paper, we propose two different kinds of approaches

based on retrieval and generation for STC-2 task of NTCIR-
13. We use the similarity as features to rank the retrieval

results. And introduce an advanced Seq2Seq model with
local and global keywords to generate responses. The ex-
perimental results show the effectiveness of our methods.

In the future, we will modify the reranking module for our
generation-based system, and adjust the encoder to involve
more information for generating process.
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