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question task including

- We tackled the term question task and the essay

 Our systems for the term question task and the essay
guestion end-to-end subtask are successors of our
systems at the QA Lab-2

the evaluation-method subtask
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Evaluation method
Term Spearman’s Kendall’s
Accuracy priority Rho Tau b
Phase2 0.273 2 0.596 0.534
Phase2 1 -0.071 -0.049
Essay 2 0.404 0.360
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hanges since the QA Lab-2

e Using keyword importance
* The later keywords appear in a question,
the more emphasized .
* Extending dictionary for NE of world history
* Adding decision rules for question types
e Using majority decision score for answer selection

The concept is use of implicit keywords' that are
guestion focuses but not stated positively.

Evaluation method

1. Based on world history terms
2. Based on a given set of gold standard nuggets
. The system count the number of terms
(nuggets) in a essay
. The count is regarded as the essay score

e We participated in all phases of the term question task
and the essay question task in Japanese
 Although the changes since the QA Lab-2 did not bring
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0.0698 |* Using implicit keywords’ extracted from question texts

makes the results better

0.0680 ° The evaluation method using gold standard nuggets

achieved the best results
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