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ABSTRACT

Document length was rarely a factor in traditional retrieval
evaluation metrics. As a result, traditional rankers could
take advantage of this property by favoring longer docu-
ments, which were more likely to be relevant. Returning
a long, non-relevant document was in no way penalized by
these traditional metrics, even if in practice the searcher
would spend time fruitlessly scanning the document for rel-
evant material. As we show by way of an illustrative exper-
iment, a policy of ignoring document length may have had
unfortunate impacts even in traditional contexts. But this
policy becomes increasingly inappropriate in an era of neural
rankers, where query-document similarity may be computed
directly from text. Freed from ranking based on document-
and corpus-level statistics, it should be possible to return
precisely the required information and no more. Future eval-
uation efforts and metrics should reflect this goal.

1. TRADITIONAL EVALUATION

Traditional retrieval evaluation metrics, including AP, MRR,
NDCG, RBP, ERR, and others, treat all documents equally,
regardless of length. In traditional test collections, a rele-
vance judgment applies to a document as a whole, and if a
document includes any relevant material at all, the entire
document is judged relevant for the purpose of these met-
rics. Even when graded relevance judgments are available,
these relevance grades do not explicitly consider document
length. Although it might the case that a long document
containing a small amount of relevant material will receive
a lower grade than a similarly sized document dedicated to
the topic of the query, these grades reflect only the value of
relevant material to the searcher, and fail to reflect the time
the searcher might waste viewing non-relevant material.

It has long been known that in many traditional test col-
lections longer documents are more likely to be relevant [25].
This observation, together with the length blindness of tra-
ditional evaluation metrics, encourages traditional rankers
to effectively assign a larger prior to longer documents, even
though retrieving a long but non-relevant document may
waste a searcher’s time.

For example, the BM25 [22] ranking formula still serves
as a frequent baseline in current research and as a standard
feature in learned rankers. This formula explicitly incorpo-
rates a length normalization parameter (b) which works in
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concert with a term saturation parameter (k1) to adjust doc-
ument scores to account for document length. When tuned
on traditional test collections, the value of these parameters
will reflect a bias for longer documents.

By assigning equal value to all documents, regardless of
length, traditional evaluation metrics both fail to appropri-
ately penalize rankers for returning long non-relevant docu-
ments, and fail to appropriately reward them for returning
long relevant documents. While a longer relevant document
may indeed may be more useful to a searcher than a shorter
relevant document, since it may treat the associated topic
at greater depth, neither this potential value, nor the associ-
ated risks, are recognized by traditional evaluation metrics.

2. FROM THERE TO HERE

All of these observations and concerns mattered little dur-
ing the 18-year hiatus between 1998 and 2016, when rel-
atively modest progress was made on pure content-based
ranking [3, 29], i.e., rankers that use only the human lan-
guage in the document itself as the source of ranking fea-
tures. During this era some progress did come through
exploiting internal document features, such as fields [20]
and proximity[16], as well as through new theoretical in-
sights [14, 32], and improvements to pseudo-relevance feed-
back [1]. But most progress came through the user of ex-
ternally computed document properties, such as link anal-
ysis [5] and user behavior [2], as well as through the de-
velopment of learned rankers designed to extract benefits
from large numbers of carefully engineered features [7]. Dur-
ing this era, research attention was largely focused on Web
search, where searcher intent is often navigational or trans-
actional in nature, and document length is less of a consid-
eration [6].

Over this period, some consideration was given to how
document length relates to relevance from a theoretical per-
spective. In particular, Fang et al. [11] define several length-
related constraints for retrieval models. One constraint,
called LNC2, suggests that “the score of a document should
decrease if we add an extra occurrence of a ‘non-relevant
word’ (i.e., a word not in the query)”.

3. NEURAL RANKERS

With recent leaps in query-document similarity enabled
by neural models [9, 17, 19], research attention has again re-
turned to pure content-based ranking. However, unlike tra-
ditional rankers such as BM25, which operate on document-
level and collection-level statistics, most neural rankers, in
essence, directly compute similarity between relatively short
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segments of text. For example, for the Conv-KNRM model,
Dai et al. [9] report truncating the body of documents to
50 terms. Similarly, pre-trained BERT operates on a maxi-
mum of 500 tokens for both query and document text seg-
ments [19]. Yang et al. [30] apply BERT to an end-to-end
retrieval task, working at the sentence and paragraph level.
In the case of the DUET Model, Mitra et al. [17] report trun-
cating the body of documents to a (relatively long) 1,000
terms before matching. Rosset et al. [23] extend this work
by applying LNC2, along with other constraints, to regular-
ize neural rankers.

Perhaps responding to the characteristics of most neural
rankers, some modern test collections focus on re-ranking
passages, rather than full documents. For example, instead
of full documents, the MS MARCO [18] dataset uses pas-
sages extracted from full documents, with relevance assess-
ment determining if the passage contains an answer to the
question posed in the query. The TREC CAR task [10] simi-
larly focuses on passages, rather than full documents. These
test collections continue to use evaluation metrics that are
blind to document length, including MRR and AP.

One notable exception to the above is the DRMM model
of Guo et. al [12]. They take the full document into ac-
count explicitly for the reasons outlined in the introduc-
tion, i.e., that document length may be a factor in relevance
and that a short relevance passage renders the entire doc-
ument relevant. But to satisfy this requirement they work
with histograms, that essentially incorporate collection- and
document-level statistics into the model.

Yang et al. [29] examine the performance of neural rankers
as applied to the TREC Robust04 test collection, which is
based on longer documents. Only the DRMM model signif-
icantly outperforms a properly tuned BM25 baseline with
pseudo-relevance feedback, similar to the one used below.
Again, they use AP and precision@20 for the evaluation. It
may be that different evaluation metrics and methdologies
might alow the novel abilities of neural rankers to become
more apparent.

As neural rankers become the primary method for content-
based ranking, we have the opportunity to better incor-
porate document length considerations into our evaluation
metrics. Ideally, we would reward rankers that return only
relevant information, perhaps by extracting this information
from longer documents as needed. One goal of the current
paper is to start a conversation on developing and validat-
ing these metrics, while recognizing that substantial work
has already been done.

4. METRICS AND METHODS

In this short paper, we do not attempt to create a new
evaluation metric from scratch. Instead, we compare how
tuning impacts two existing metrics, one which treats all
documents equally, regardless of length, and one which ex-
plicitly attempts to model the impact of document length on
the value of a ranking to a searcher. We hypothesize that, as
we better reflect document length in our evaluation metric,
giving more credit to longer relevant documents and appro-
priately punishing longer non-relevant documents, the opti-
mal parameter values in a simple ranking formula (BM25)
will adjust to reflect this change. We choose BM25 both
because it explicitly accommodates document length and
because its performance is known to be highly sensitive to
parameter tuning [27].

parameter | distribution | range

b | uniform (0.0,1.0)
k1 | log uniform | (0.01,1000.0)
depth (m) | log uniform | (8,32)
expansions (n) | log uniform | (4,32)
mixing () | uniform (0.0,1.0)

Table 1: Distributions used for generating random parame-
ter sets.

4.1 Retrieval

The BM25 ranking formula is well established and well
known within the search community, but we include the for-
mula for convenience, especially since we will be extensively
discussing the tuning of its parameters.

fra(ki +1) )
Z ki (1 =0) +b(la/luy)) + fr.a

In this formula, f:q represents the within-document term
frequency, w; is a global term weight, {4 represents the doc-
ument length, and [,,, is the global average document length.
The summation is over query terms. The tunable parame-
ter b, where 0 < b < 1, explicitly normalizes for document
length, with lower values favoring longer documents. The
tunable parameter ki controls term saturation, i.e. how
much each additional term contributes to the overall score.

When applied to traditional test collections, rankers of-
ten obtain their best performance through the application
of pseudo-relevance feedback, where a final document rank-
ing is obtained through a three-stage process: 1) an initial
retrieval stage, where an initial ranking of the top-m doc-
uments is obtained from the original query; 2) a feedback
stage, where these m documents are analyzed to extract n
query expansion terms; and 3) a final retrieval stage, where
these expansions terms are combined with the original query,
weighted according to a mixing parameter «y, to obtain a fi-
nal ranking. In this paper, we use classic Robertson term
selection [21], while noting that Lin [15] reports superior
performance using RM3 feedback.

W (1)

4.2 Parameter tuning

We tune the BM25 parameters b and k; separately for
the initial and final retrieval stages. The pseudo-relevance
parameters m, n, and  are also all tuned. Reassured by
Bergstra et al. [4] we tune these parameters by selecting
parameter sets randomly according to the distributions in
Table 1. This approach allows us to explore the full range
of parameters, both good and terrible.

After selecting an evaluation metric to tune against, we
tune one retrieval stage at a time. We first tune the initial
retrieval stage, we then use the best resulting retrieval pa-
rameters to tune the feedback stage, and finally we use the
best resulting feedback parameters to tune the final retrieval
stage. At each tuning stage we generate 1,000 random pa-
rameter sets, retaining the best set for the next tuning stage,
according to the selected evaluation metric.

4.3 Average Precision (AP)

Average precision (AP) served as the primary evaluation
metric for the classic TREC retrieval experiments [28], but
has also been applied in non-neural learning-to-rank con-
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Tuned on AP Tuned on TBG
TREC 7 Topics (parameter tuning) best worst | best worst
parameters b | 0.267 0.969 | 0.754 0.008
1 initial retrieval ki | 0.761 991.411 | 1.773 353.051
metrics AP | 0.205 0.064 | 0.184 .068
TBG | 2.972 1.613 | 3.399 0.572
depth (m) 19 29 8 30
. parameters expansions (n 25 31 21 26
2. pseudo-relevance feedback mixing Ev% 0.198  0.932 | 0270  0.747
metrics AP | 0.257 0.203 | 0.237 0.212
TBG | 2.844 2.384 | 3.767 3.129
parameters b | 0.356 0.003 | 0.978 0.001
3. final retrieval k1| 0.623 597.365 | 1.902 173.461
metrics AP | 0.259 0.068 | 0.221 0.076
TBG | 2.920 0.192 | 3.816 0.257
TREC 8 Topics metrics ng gigé ngljg

Table 2: Results of tuning BM25 with pseudo-relevance feedback on the TREC 7 adhoc collection against average precision
(AP) vs. time biased gain (TBG). For each step of the tuning process we show both the best and worst parameter settings
discovered, although the only best parameters from one step are used for tuning in the next step, i.e., we don’t attempt to
find the worst overall parameter settings. The last two lines report performance on the TREC 8 adhoc collection using the
best parameters from TREC 7 tuning. The AP results are comparable to the best equivalent runs those years.

texts [31], as well as in very recent neural ranking research [19,
15]. Like most classic evaluation metrics, relevance applies
at the document level. In the case of AP, relevance is bi-
nary — a document is either relevant or not — and a short,
focused document is treated as equal to a longer document
containing a small relevant passage, along with much non-
relevant material. Other traditional evaluation metrics, such
as NDCG [13], support multiple relevance grades, but these
grades do not directly reflect document length or the rela-
tive density of relevant material. A shorter highly relevant
document and a much longer highly relevant document are
equals, even though the second may provide considerably
more information.

Given that neural rankers work directly with raw text,
with the ability to directly recognize relevant material, met-
rics that treat documents containing differing amounts of rel-
evant material equally become even less ideal than they may
been twenty years ago. In addition, if neural rankers are ap-
plied to extract relevant information, or redact non-relevant
information, from longer documents containing a mixture
of material, then evaluation metrics should accommodate
this benefit. Ideally, a evaluation metric should reflect ac-
tual user experience, appropriately rewarding improved out-
comes.

4.4 Time Biased Gain (TBG)

Several text- or passage-oriented metrics have been de-
fined over the years, essentially addressing the concerns raised
at the end of the previous subsection. For example, the U-
measure defined by Sakai and Dou [24] provides a unified
approach to evaluation, directly accommodating document
length, and going beyond ranked lists to support extrac-
tive summarization and similar methods for improved re-
sult presentation. Similarly, the Time Biased Gain met-
ric of Smucker and Clarke [26] effectively simulates a user-
traversing a ranked list, thereby imposing greater penalties
for returning longer non-relevant documents. This work was

extended in Clarke and Smucker [8], where the value ex-
tracted from a ranked list is determined by estimating the
time spent reading relevant material.

In this short paper, we use TBG as an illustrative ex-
ample of the type of metric that may better suit the era of
neural rankers, although we assume that additional progress
will be required, and should be possible, along these lines.
While the original paper [26] should be consulted for de-
tails, we note that the central idea behind TBG is to model
the time taken by the user to traverse a result list and
read relevant information. Parameters of the model are de-
termined from user data, collected from laboratory exper-
iments and log data. For parameter tuning purposes, we
re-implemented TBG from the details in the paper, which
was checked against the original code!, although we do not
identify or penalize duplicate documents, which are less of a
problem in the collections we will use for our experiments.

S. EXPERIMENTAL RESULTS

We use some older TREC collections for our experimen-
tal work, specifically the "title-only” queries from TREC 7
and TREC-8 [28]. Results are shown in Table 2. Even us-
ing this classic ranking formula, the different assumptions
underlying the evaluation metrics lead to different optimal
parameters. Most notably, the final value for b when tuned
against TBG is close to 1, which completely normalizes for
document length, so that no special preference is given to
longer documents.

The worst columns illustrate the sensitivity of BM25 to
parameter tuning, with a value of AP as low as 0.068 possible
on the final retrieval step, even when the best discovered
values are used in the previous two steps. Quite apart from
anything else, this sensitivity should warn against the use
of untuned BM25 as an experimental baseline, which is not
uncommon in current research [15].

lplg.uwaterloo.ca/~claclark/eval/tbg.pl
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Consider the performance differences on TREC 8 topics,
when parameters are tuned using the TREC 7 test collec-
tion. When BM25 is tuned on AP vs. TBG, the improve-
ment in AP is over 16%; when BM25 is tuned on TBG vs.
AP the improvement in TBG is over 13%.

6. CONCLUSIONS

The primary goal of this paper is to start a conversation
at EVIA on retrieval evaluation in the age of neural rankers.
Our experiment illustrates that even in the classic era, doc-
ument length may not have appropriately reflected in eval-
uation metrics. Given that modern neural rankers are not
dependent on document- and collection- level statistics, let
us use this opportunity to improve how we view evaluation,
encouraging the creation of test collections and methodolo-
gies where numeric improvements truly reflect improved user
experience.
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