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Abstract. This paper describes our submission to the NTCIR-14 -
FinNum Shared Task on Fine-Grained Numeral Understanding in Fi-
nancial Tweets. We participate in both Subtask-1 and Subtask-2. We
formulate the problem as a sequence labeling task and design a hybrid
approach where we use external linguistic and non-linguistic features to
enrich word level representation within a CNN-based neural network.
Since the two subtasks are strongly related, for Subtask-2, we intro-
duce a fusion approach in which our model considers information about
the category predicted in Subtask-1 when assigning a sub-category to
each numeral. Our models achieve an F; score of 93.94% (micro) and
90.05% (macro) on Subtask-1 and 87.17% (micro) and 82.40% (macro)
for Subtask-2 on the test set. This ranks us 1st in the competition in
both Subtask-1 and Subtask-2.

Keywords: Numeral classification - Tweet analysis - Sequence labeling
- Neural models - Enriched Embeddings - Linguistic features

Task Name: FinNum.

Subtasks: Subtaskl and Subtask2.

1 Introduction

The growing popularity of social media and user-created content is producing
massive quantities of textual information. The popular micro-blogging service
Twitter is one particularly fruitful source of such kind of user-created content[]
Twitter has been playing an increasingly important role for individuals to share
their own opinions on many finance-related topics and services. It provides a
real-time information channel that includes not only major news stories but
also minor events that, if properly analyzed, can provide valuable information
about the market. This motivated a series of research work to introduce vari-
ous technologies to advance understanding of the financial market dynamics [15]
ranging from sentiment analysis [|12] to credit risk evaluation |7| and stock mar-
ket movement prediction [9, |14], where behavioral finance researchers can apply
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computational methods to large-scale Twitter data to better analyze, understand
and predict markets.

In stock market prediction for example, numerals play an important role in
forecasting the movement of asset prices based on the past market data. To
predict the price trend, investors may use technical indicators calculated with
history price or analyze price charts and look for the embedded patterns [1], [2].

The goal of the FinNum shared task is to leverage the numeric opinions made by
the crowd on Twitter by understanding the meanings of numerals. The shared
task aims at classifying numerals into 7 main categories, and then into 17 sub-
categories (See Table . A dataset of financial tweets containing numeric values
is provided. This dataset is compiled from StockTwits, a microblogging platform
exclusively dedicated to the stock marketﬂ

In this paper, we present our submissions to this shared task: we participate in
both Subtask! and Subtask2 with an enriched CNN based models (E-CNN). We
formulate the problem as a sequence labeling task and design a hybrid approach
where we use external linguistic and non-linguistic features to enrich word level
representation within our CNN-based neural network. We describe our models as
well as our experimental setups and report the results obtained for both subtasks
on the Development and Test sets. Our models are ranked first in both subtasks
with a micro-averaged F; score exceeding 93% for Subtask-1.

2 FinNum Task Definition

FinNum shared task consists in classifying numerals in financial tweets into
a set of predefined categories and subcategories. Two classification Subtasks
are proposed: (i) Subtask-1, a 7-way classification task covering 7 numeral
categories and (ii) Subtask-2, where the classification is extended to include 17
numeral subcategoriesEI

Table [1] shows Subtask-1 categories and their associated subcategories, as well
as the distribution of each category and subcategory in the training dataset.

2 https:/ /stocktwits.com/

3 Three categories (Indicator, Quantity, and Product/ Version number) do not have a
subcategory. Thus, the category and subcategory information is the same for these
three categories.
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Fig. 1: Categories and subcategories in Subtasks 1 and 2, given along with their
distribution in the FinNum dataset.

Category | % subcategory % | Category | % |subcategory| %
money 8.58 absolute 3.69
quote 11.54 Percentage|12.21 relative 8.53
change 2.08 Option |2.46 exerc1_se price| 1.65
Monetary| 35.96 buy price 4.65 maturity date| 0.81
s sell price 1.50 | Indicator |2.43 2.43
forecast 2.08 date 30.30
stop loss 4.65 Temporal |34.46 time 4.15
. Quantity [10.80 10.80
support or resistance| 3.29 Product 11.66 166

3 Data and Preprocessing

We trained and evaluated our systems for both subtasks using the data provided
for the shared task, a set of 5,282 tweets where numerals are annotated with their
categories and subcategories [1]. This set is divided into 4,072 tweets for training,
457 for development and 753 for testing.

We pre-processed the whole dataset by tokenizing each tweet using keras word
tokenizer [4] while preserving the target numbers as they appear in the original
tweet. We also remove all non_Ascii characters and replace URLs with the special
token (_.URL.). Contrarily to |15], we keep the tweet ids, hashtags, and cashtags
in their original format, as they might be related to target numerals and contain
indications about their categories. However, we remove emojis, because emojis
could present the market sentiment of investors, but could not show the fine-
grained opinion defined in the taxonomy provided in the shared task. Finally,
all remaining tokens are transformed into lowercase.

4 Sequence Labeling for Numeral classification

Table 1: Example of input-output
Tweet $DPW calm before the storm . For 10 am est is 2.29  check back tomorrow
Subtask-1 O O O O O O O Temporal O O OMonetary O O (0]
Subtask-2 O O O O O 0O time O OO forecast O O O

We formulate our two classification subtasks as sequence labeling problems,
where a label is assigned to each token in the tweet including target numbers: O
for regular words, C' € Categories for each target number, in Subtask-1, and
c € subCategories for each target numeral in Subtask-2. For instance, in the
tweet given in Figure[l] the category of the target numeral xr =10 is Temporal
and its subcategory is time.
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For both subtasks, we design and implement a neural architecture for sequence
labeling. An overview of our model is depicted in Figure 2] For both subtasks, we
use a Convolutional Neural Network (CNN) on word embeddings concatenated
with an additional set of specific features, to detect the correct label for each
token in a given tweet.
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Fig. 2: Architecture of E-CNN Model

In the following, we describe each component in our neural network top to bot-
tom.

Word-level Embeddings The first component is an embedding layer that
converts every input sequence into sequences of low-dimension dense vectors via
a lookup table.

CNN for Character-level Representation Previous studies have shown that
using CNN is an effective method to extract morphological information (like the
prefix or suffix of a word) from characters of words (OOV words included) and
encode it into neural representations @ This gives a rich representation of
out-of-vocabulary words (instead of associating all OOV to the common UNK
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token). In our dataset, due to the informal style of writing in tweets, many words
in the development and test sets do not appear in the training set and thus are
considered as OOVs.

Figure [3b]illustrates the Char-CNN we use to extract the character-level repre-
sentation of a given word. This CNN is similar to the one used in [3] except that
we use only character level embeddings as the inputs to the CNN.

PADPAD X{ X2 X7 X4 X5 X PADPAD
Word H H HHHHAHH H H
Embeddings H A HdH HH A HH H H
Char- CNN
Features
extraction
Morpho- OOdHdHEHHEHEHBHA PADPAD F | N n u m PADPAD
Syntactic HH HHHHHHHS
Embeddings H 00 HH BB H H A Char = = =
- Embedding l l l
Additional L[] l_ Igs
Word % %
Features CNN Layers \ | ' : P
ELMO T
Embeddings ﬁ ﬁ ’f‘ H
= [HEHHE
‘ Concatenate |
Enriched word Char- CNN
representation Representation
(a) Description of our enriched (b) The CNN wused for extracting
word representation character-level representations of words.

Fig. 3: Enriched word representation

ELMo Word Embeddings In order to further enrich our word representation,
we use pre-trained contextualized ELMo embeddingsﬁ of dimension 1024.
These word embeddings differ from other word embeddings such as GloVe in
that each token is represented by a vector that is a function of the whole sentence
(a word can thus have different representations depending on the sentence it is
extracted from). Furthermore, ELMo representations are purely character based,
allowing the network to use morphological clues to form robust representations
for out-of-vocabulary tokens unseen in training. ELMo embeddings have been
shown to give state-of-the-art results in multiple NLP tasks .

Morpho-syntactic Embeddings In general, morpho-syntactic information
encoded in part of speech (POS) tags could be a good indicator of the category
of a given token. For instance, in our scenario,using a POS tag could help in the

* https://allennlp.org/elmo
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Fig. 4: Example of a tweet tagged using the ARK TweetNLP POS tagger

Tweet $DPW calm before the storm . For 10 am est is 2.29 check back tomorrow
POS Tags N A P D N ,P $ VNV § N R N

prediction of the right numeral category and sub-category like Quantity where
the numeral is often followed with a noun.

To build this layer, each tweet in our dataset is tagged using the CMU ARK
Twitter Part-of-Speech Tagger [8]. This toolkit is based on a CRF sequence
labeling model and uses a set of 25 POS tags covering hashtags, at-mentions,
and urls in addition to punctuation, nominals, verbs, and other open-class and
closed-class words. An example of the output of this tagger on a Tweet from the
training set is illustrated in Figure[d Similarly to traditional word embeddings,
we assign different trainable vectors for each part-of-speech tag.

Additional word-based features In sequence labeling, enriching word rep-
resentation with hand-crafted features has been shown to improve models per-
formance greatly [13]. Inspired by this, we combine our neural model with a set
of features. For instance, we indicate if the word (or its neighbors) is composed
only of alphabetic, contains non-alphabetic characters, upper case, lower case,
number, or punctuation. Furthermore, we extend the list of keywords from [1],
where each keyword is related to a list of tokens indicating a certain category
or subcategory shown in Figure[5] by adding new keywords. We then check if a
given word from the tweet appears in this list.

Fig.5: Extended list of keywords per category feature

key_p |%,percent,pc

key r |up, down , decline, increase, growth,loss, gain, lose, + -
,decreased,decreases

key_m|january, jan, february, feb, march, mar, april, apr, may, june, jun, july,
jul, august, aug, september, sep, october, oct, november, nov, december,
dec, /, th

key_-i |ma, dma, sma, ema, rsi, ichimoku

key_d |day , week , month ,year,mos,yrs,/,days, age , ages , weeks , week , Q
key_t |[second , seconds , minute , minutes , hour , hours , p.m. , s, a.m
key_o |calls , call , put , puts

key_s |[sold , selling , sell

key_b |bought , buying , buy , cost

Convolutional Layer Once the five components described above are built,
we concatenate their outputs to have an enriched word representation as il-
lustrated in Figure [3a] Then, we use three 1-dimensional convolutional layers

531



NTCIR-14 Conference: Proceedings of the 14th NTCIR Conference on Evaluation of Information Access Technologies, June 10-13, 2019 Tokyo Japan

Fortial@the NTCIR-14 FinNum Task 7

applied in parallel to the word representation sequence, each using a different
filter size k and performing a convolution operation with a ReLU activation in
order to capture different n-gram features from the input sequence.

Note that we set the kernel size k£ to an odd number, and further pad the left
and the right positions of the input sequence with all zeros in order to have
each CNN-output well aligned with the original input sequence z1,...,x,, as
illustrated in Figure

Our intuition behind using a CNN instead of a Bi-LSTM, here, is that local
context can be sufficient to give an idea about the correct token label. Also, as
Bi-LSTMs are computationally expensive compared to CNN, it is more practical
to use them for solving such classification tasks.

Pooling When all the representations of words are calculated, we apply a max-
pooling layer to generate a vector representation of the entire tweet. Then, we
concatenate this tweet-level representation with each word-CNN representation.
This way, the last layers consider also the entire tweet representation (the global
context), when predicting each label.

Weighted cross-entropy The distribution given in Table 1| shows that the
number of examples for some categories is significantly greater than that of the
others (i.e., Monetary: 35.96% wvs. Product: 1.66%). Also, the way we designed
our sequence labeling task, increases the data imbalance, as the majority of the
tokens in any tweet are labeled with the special tag O (there are more common
words in a tweet than numerals). This can add some undesired bias to our
predictions.

To tackle this challenge, one of the most straightforward ways is to introduce a
weight for each class to put more emphasis on the less represented classes and
find an acceptable trade-off between different categories. We use the following
weighted cross-entropy as a loss function:

M
Loss = — Z WelYk,c log(p;w)

c=1

Where M is the number of classes and y is binary indicator that indicates
whether the assigned class label ¢ for observation k is correct. p refers to the
predicted probability of observation k being labeled with class c.

We define the weights using the following formula:

1
E?:l 1ey=c

The weights depend heavily on the number of occurrences of the classes in the
training set (classes with low occurrences are assigned high weights).

Our final model combining all the components described above is called: an
Enriched Convolutional Neural Network, E-CNN henceforth.

We =

532



NTCIR-14 Conference: Proceedings of the 14th NTCIR Conference on Evaluation of Information Access Technologies, June 10-13, 2019 Tokyo Japan

8 Abderrahim Ait Azzi and Houda Bouamor

Input sequence

v v
Enriched word
Enriched word
representation
representation (gretralned}
Final CNN
Final CNN
Representation
Representation (;retralnad}
| Fully connected + Weighted Loss

lo)lo)lec)lo)lo)lo)

Fig. 6: Diagram of our fusion model, which uses a pre-trained model of a subtask
1 to train a second model for subtask 2. The separate CNN-representation are
combined through concatenation.

5 Fusion model

In our experiments, both subtasks 1 and 2 are solved using the same E-CNN
model. However, in order to take advantage of the model used to train and
predict categories for Subtask-1, and use it to drive the quality of sub-category
prediction in Subtask-2, as both subtasks are strongly related, we propose a
fusion approach to encourage conditioning the prediction of sub-categories on
the categories assigned in Subtask-1.

Once our first E-CNN model (E-CNN-1) is trained to predict numeral cate-
gories, we save the weights resulting from all the layers (including the enriched
embeddings and the CNN representation). Then, we train a second E-CNN
model that has access to the (fixed) pre-trained weights of the first model F-
CNN-1.

We combine the two models using the fusion approach illustrated in Figure [6]
This approach was explored in other NLP applications including text genera-
tion [5].
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6 Experimental Setup

We present in this section our experimental settings and describe the tools used.
We implement the two models for both subtasks using Keraﬁﬂ [4] with a tensor-
flow backend.

We train our models on the training set provided for each subtask with mini
batches of size 32 and a default learning rate of 0.001. We use a word embedding
size of 100, POS tag embedding size of 150 and CNN kernel sizes of 3, 5 and 7
and 60 CNN filters for word-CNN and 50 for char-CNN. We use a grid search
algorithm to find a set of optimal parameters.

6.1 Training settings

For training, we use a k — fold cross-validation (with k = 15). In this procedure,
k different E-CNN models are trained on k different subsets of the training data.
Each of the k models is used as a member of an ensemble.

We use a majority vote approach to predict the correct class: we store the pre-
diction of each model for each target numeral, the class that receives the highest
number of votes from the k£ models is kept as the final category or sub-category
of the target.

We train each model for a total of 30 epochs with an early stopping patience
of 3. Generally, the training stops after 6~7 epochs for Subtask-1 and 11~12
epochs for Subtask-2. Using a machine with a GPU (Nvidia GeForce GTX 1050
Ti Max-Q GPU 4GB), the training required only ~1 minute per epoch, which
made training multiple models very practical.

6.2 Inference settings

In the inference step, for Subtask-1, we assign to a given numeral the best cate-
gory predicted by the model (different from the label O):

C*= argmax p (C|x)
CeCat & C#0
For Subtask-2, two strategies are plausible, we either choose the best label among
the whole set of sub-categories subCat (formula , or use the prediction of

Subtask-1 to select a label as a subcategory of the optimal category predicted
in subtask 1 (formula [2)):

M = argmax  p(c|x) (inference 1) (1)
c €subCat & c#0O

@ = argmax p(e | x) (inference 2) (2)
¢ €subCat & ¢cCC*

® https://keras.io/
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7 Evaluation and Results

In order to analyze the contribution and the importance of each layer in the
network, we experimented with the following configurations in which different
components are combined:

— Basic CNN: a variant with no Elmo, no features, no pooling. Fusion is kept
for subtask-2.

— No Elmo: a variant of E-CNN without Elmo.

— No POS: a variant of E-CNN without POS tags.

— No pooling: a variant of E-CNN without pooling.

— E-CNN (No Fusion): a full E-CNN for Subtask-1 and Subtask-2 (without
fusion)

— E-CNN (Fusion 1): a full E-CNN for both subtasks with fusion and infer-
ence technique [I] for Subtask-2.

— E-CNN (Fusion 2): a full E-CNN for both subtasks with fusion and infer-
ence technique [2] for Subtask-2.

We use micro- and macro-averaged F-scores (F}) to evaluate the performance of
our two E-CNN models for both subtasks. Results are reported in Table

Table 2: Macro and Micro averaged F; scores on the Dev and Test sets, obtained
using different configurations, for both Subtasks

Dev Test

Subtask 1 Subtask 2 Subtask 1 Subtask 2
Model MiCTo |Macro|micro |macro|micro |macro|micro |macro
Basic CNN 88.56 |78.44 |79.73 |70.91 |[87.31 |78.29 |(77.79 |71.70
No Elmo 90.76 |84.10 [81.47 |74.15 [91.39 |84.89 |82.92 |76.02
No POS 92.99 |87.42 [84.30 |79.08 [93.89 |86.42 |(86.31 |79.57
No pooling 93.49 [86.14 [87.51 |79.81 [92.82 |86.71 |85.34 |80.31
E-CNN (No Fusion) [95.75%(91.47%(79.58 |76.48 (93.94%(90.05%|80.34 |76.53
E-CNN (Fusion 1) [95.75%(91.477(86.23 (80.21 (93.94"(90.05%|86.53 |80.49
E-CNN (Fusion 2) [95.75"(91.47"|88.34"(81.10%(93.94%(90.05%|87.17"|82.40"

For Subtask-1, our E-CNN model outperforms all the other models both on the
dev and test sets, with an F; that reaches 93.94% (micro) and 90.05% (macro),
on the test. It yields an improvement of +1% of F; micro and +3% of F} macro
over the No Pooling one, and more than +6% of F| micro and +11% of F; macro
over the Basic CNN model. This shows clearly the complementarity between the
layers included in the network and the usefulness of enriching embeddings with
external information. Furthermore, results show that including the POS tags
and Elmo embeddings have a significant impact. This could be explained by the
importance of morpho-syntactic information and the overall tweet context in
detecting the correct labels. These results ranked our systems first and second
in the Subtask-1 of FinNum competition. We submitted two runs (FORTIA1-1
and FORTIAL-2), they achieved 93.94% micro and 90.05% macro, and 93.70%
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micro and 88.98% macro, respectively. Both runs use the same model (Full E-
CNN) and the small variance of ~ 1% between the two runs in the F; macro is
only due to parameters tuning.

For Subtask-2, our best model is E-CNN Fusion 2 with averaged F) scores of
87.17% (micro) and 82.40% (macro). As for Subtask-1, our results show the im-
pact of using enriched word representation and the pooling layer on enhancing
context representation. We also examined the contribution of the fusion model
in this subtask, and we can clearly observe the significant improvement using
this mechanism (almost +7% on both F; micro and macro). Also, it is interest-
ing to note that using inference [2] to predict subcategories improves the scores
with almost +2%. In this subtask, our systems (Fortial-2: 87.17% micro and
82.40% macro) and (Fortial-1: 86.53% micro and 80.49% macro), are also ranked
first and second, respectively. FORTIA1-2 uses the E-CNN Fusion 2 model and
FoRTIA1-1 uses the E-CNN Fusion 1 one.

Table 3: Macro and Micro averaged F; scores on the Dev and Test sets, obtained
using different configurations, for both Subtasks

Test

Subtask 1 Subtask 2
Model micro |macro|micro |macro
Basic CNN 87.31 |78.29 |77.79 |71.70
No Elmo 91.39 |84.89 [82.92 |76.02
No POS 93.89 [86.42 [86.31 |79.57
No pooling 92.82 |86.71 [85.34 |80.31
E-CNN (No Fusion) (93.94"(90.05"(80.34 |76.53
E-CNN (Fusion 1) (93.94%(90.05(86.53 [80.49
E-CNN (Fusion 2) 93.94%(90.05%|87.17"(|82.40"

8 Conclusion

In this paper, we described E-CNN architecture for numeral understanding and
classification in Financial Tweets. Our models are ranked first in the FinNum
shared-task both in the Subtask-1 and Subtask-2. We model the problem as a
sequence labeling task where we used some knowledge base to enrich the word
representation in order to enhance the context of each word. For Subtask-2, we
used the fusion approach consisting in including information from Subtask-1
model into the Subtask-2 one to make a prediction of sub-categories, allowing
to achieve very strong performance.
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