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FU-01 Team's Classification of Fact-checkable Opinions in NTCIR-14 QA Lab-Polilnfo Task

Souichi Furukawa, Yuto Naritomi, Hokuto Ototake, Toshifumi Tanabe and Kenji Yoshimura

We proposed two methods:

(i) Rule-based
Topic sentence ‘

Utterance
sentence

Morphological analysis
(MeCab + ipadic-Neologd)

InPUt Word with PoS

et

Assume the input as fact-checkable
if its utterance includes at least one of the

Fact-checkability

5 ori (and) keywords as described the left table.
| ' |
bl rei (example) Topic: 1>/ # B LHERY YV — b
ho kara (because) THETDHIRETHD
TdH'Y  de-ari(and) BREDY BHWEEID. AV /IC&
B RERRNRCERADRIH = &K
EHA riyu (reason) DERELTLET,

Relevance Assume the input as being relevant with
the topic if its utterance includes at least
one of the nouns in the topic.
Example:

ZEUHMEIE) Y — b EHET IRETH D

s HEEAF T LY —F RS YR B EIR, WY kR EE
HI=HET I, .

Stance Assume a sentiment polarity score that is
+1 or -1 if a recorded sentiment polarity
m in Japanese Sentiment Dictionary is

positive or negative, respectively.

SEEETE | 2=l The system considers the input as one of
opposite <=-1.7 the three stances as described the left
table.
other otherwise
Example:

I DHEBLEIFERICL - T
1

ENFHERMOREETEIEEVHLDICA-EBVWETH ~
+1 +1

Sumofscores=-1+1+1+..

(ii) MaxEnt classifier based

Utterance
sentence

Morphological analysis

(MeCab + ipadic-Neologd)
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Noun number
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model

Example: input

MEEEDOHEDHY /IZD2LTD
HKEURE, FEFE6H. T L C..

Extract nouns from the result of
morphological analysis of
the utterance sentence.

Example: nouns

FEGER, M1, >/, FE, LU,
FEE, 6H..

Example: numbered nouns

FEERE 1, M1E:2, 1Y /3, FE 4,
LUR%:s, FESE:6,6 8 :7...

Example: sentence vector
[1,2,3,4,5,6,7,..]

We also propose a method
based on a maximum entropy
classifier for estimating the
three kinds of labels.
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I We construct models from
: pairs of a sentence vector
: and the label using “scikit-
i learn” library.

|
1
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MaxEnt classification models for each topic.

/ Relevance result
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Fact-checkability result
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Tokyo Olympics

Stance result

Vacant houses

The rule-based acc&
of relevance of “Self

defense” topic is very low.

Welfare

The reason of this is the

Regular feculty members
Children medical expenses
Do-Shu-system

Secret protection

Osprey

Medium Kyoto

Private school grants

Elderly people

difference between the
results of the two
morphological analysis,
“EFEMBE” and “EH
M B e

As one of the reasons

Yanba

Self defense

for lowering accuracy of
ME, it is conceivable that

Casino

me-rc2

me-rcl M me-pr2 B me-prl

M rule-rc2 M rule-rcl M rule-pr2 B rule-prl

the bias of data size
between training

data and test datais
different.




