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Abstract. The nagoy team participated in the NTCIR-14 QA Lab-
Polilnfo’s summarization subtask. This paper describes our summariza-
tion system for assembly member speeches using random forest classi-
fiers. Because we encountered an imbalance in the data, we were unable
to achieve good results in this subtask when training on all data. To solve
this problem, we developed a new summarization system that apples mul-
tiple random forest classifiers training on different-sized data sets step
by step. As a result, our system achieved good performance, especially
in the evaluation by ROUGE scores. In this paper, we also compare our
system with a single random forest classifier using probability.
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1 Introduction

The NTCIR-14’s QA Lab-Polilnfo [4] (Question Answering Lab for Political
Information) deals with political information and sets forth three tasks: segmen-
tation, summarization, and classification. Our team participated in the summa-
rization task. We previously developed a summarization system [5] for Japanese
statutes, which are also political, that is based on random forest classifiers [1] and
achieves better results than other summarization systems. Thus, we expected our
system to perform equally well for assembly member speeches. However, we were
confronted with a data imbalance problem between summarization for statutes
and that for assembly member speeches. To overcome this problem, we intro-
duced a new approach that applies multiple random forest classifiers training on
different-sized data sets in a step-by-step manner.
This report describes our summarization system for assembly member speeches

and discusses not only the official results, but additional comparison results as
well.
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2 System

Our summarization system consists of two modules: a sentence extraction mod-
ule using random forest classifiers and a sentence reduction module. In Sec-
tion 2.1, we explain how to construct training data for random forest classifiers
and, in Section 2.2, show the features we used. We solve the training data imbal-
ance by applying multiple classifiers, as described in Section 2.3. In Section 2.4,
we provide the details of the sentence reduction module.

2.1 Training Data

In this task, a summary of an assembly member’s speech is provided as a de-
scription of Togikai dayori'. This summary was not made by sentence extraction
methods; that is, a sentence in the summary may not appear in the original
speech.

Since our method is based on sentence extraction methods, we need training
data that consists of positive and negative sentences, where the “positive” or
“negative” sentence means that it is or is not used for making the summary,
respectively. Thus, we determined which sentence is used for making a summary
as follows.

When we are given a pair consisting of an assembly member’s speech and its
summary, we find the sentence in the speech that contains the most words in the
summary. We consider this sentence to be positive and the others negative. Since
this summarization task has a length limit, if the length of the positive sentence
is shorter than the length limit, we choose the sentence with the second-most
summary words. In order to make the training data more correct, we should con-
sider redundancy; that is, we should account for the overlap of the first positive
sentence and the second, but we simply chose the second without considering
the degree of overlap.

In the formal run, 596 assembly member speeches consisting of 9,979 sen-
tences? were given. Hereafter, we refer to these speeches as the “source docu-
ments.” Using the above method, we assembled training data that included only
825 (8.3%) positive sentences. This differs considerably from the summarization
of Japanese statutes. In our study of statute summarization [5], we used outlines
of Japanese statutes, which are official summaries of statutes published by the
Japanese government, as the gold standard. In this case, the ratio of positive
data is over 70% [5]. Because of this difference, we cannot apply the statute
summarization methods to assembly member speeches, so we developed another
method, described in Section 2.3.

2.2 Random Forest Features

In order to train a random forest classifier, we used the following features: sen-
tence position, sentence length, and presence of a word. Here, we chose words

! https://www.gikai.metro.tokyo.jp/newsletter/ (in Japanese)
2 Two speeches have no sentences.
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Table 1. The number of sentences extracted by each classifier

ID|x 1| 2| x3| x| x 5| "umber of
sentences
111} 1| 0/ 0] 0Of O 45
106 9] 5| 2| 0/ O 11
19 7| 3| 3| 1] 0O 8
23| 3| 2/ 1/ 0] O 34
92 5 3| 1| 1] 1 13

that are nouns, occur more than once in the summary, and are not within the
top 20 of the number of occurrences in all the source documents.
For the formal run data, we used the presence of 992 words as features.

2.3 Progressive Ensemble Random Forest

Since the above training data includes only 8.3% positive data and is imbalanced,
using all of the training data results in poor performance. In fact, when we
trained a random forest classifier on all training data, the classifier chose no
sentences for 135 of the 146 documents in the test data.

Thus, we used an undersampling technique to solve this problem; however, we
questioned how much negative data we should use. We prepared the following
five random forest classifiers trained on the same positive data with different
sized negative data:

1. classifiers trained on training data consisting of same-sized positive and neg-
ative data,

2. classifiers trained on training data where the size of the negative data is two
times the positive data,

3. classifiers trained on training data where the size of the negative data is
three times the positive data,

4. classifiers trained on training data where the size of the negative data is four
times the positive data,

5. classifiers trained on training data where the size of the negative data is five
times the positive data.

Table 1 shows how many sentences each random forest classifier extracted
from the source documents of the test data. In this table, “ID” indicates the
identification number of the target documents and “x n” indicates the result of
n-th random forest classifier. ID 111 consists of 45 sentences; the first classifier
extracted just one sentence, but other classifiers extracted no sentences. On the
other hand, ID 106 consists of 11 sentences and the first classifier extracted 9
sentences, which is too many. In this case, the third classifier, which extracted
two sentences, seems better. As can be seen from these results, the most suitable
classifier varies from document to document.
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How should the classifier be chosen? Our solution is to use all the classifiers
step by step, which we call “progressive ensemble.”

First, we use the fifth classifier. If that classifier does not extract any sen-
tences, then we use the fourth classifier. If the fourth classifier also extracts no
sentences, then we use the third one. We repeat this process until we obtain a
sentence. Note that we use the next classifier if the length of extracted sentences
is ten less than the limit, because we find that such extracted sentences are in-
sufficient for summarization. As a result, the length of extracted sentences may
exceed the limit.

In addition, the test data in the formal run consists of “single-topic” and
“multi-topic” data. We assume that “multi-topic” data needs multiple sentences
for summarization, so we choose at least two sentences for “multi-topic” data.

2.4 Sentence Reduction

Since extracted sentences are redundant and sometimes exceed the length limit,
we need to reduce them. Our sentence reduction method is a typical one using a
Japanese dependency analyzer. We analyze extracted sentences by CaboCha [6]
and choose the important bunsetsu segments (hereafter “segment”). We calcu-
late importance scores using segment features, such as dependency depth, case
information, and frequency in all summaries, not used in traditional sentence re-
duction methods. If a segment contains a noun, its frequency in all summaries of
the training data is used as a weight. The weights of other features are adjusted
by hand.

When we reduce an extracted sentence, we first choose the last segment. Next
we choose the segment with the highest importance score, where we also choose
the other segments on the path between the segment with the highest importance
score and the last segment to avoid creating ungrammatical sentences. We add
the next segments unless the sentence length exceeds the limit.

Although this sentence reduction method always chooses the last sentence, it
is sometimes redundant. Thus, we introduce a replacement process for prepro-
cessing that simply replaces the end of the sentence, as described in Table 2.

3 Result of the Formal Run

Tables 3 and 4 show our official formal run results. Table 3 shows the human
evaluation results and Table 4 shows the evaluation by ROUGE scores. Bolded
scores indicate that we achieved the best results among the participants. As
shown, our system achieved good performance, especially in the ROUGE scores
evaluation. However, the formed score was less than other systems, which indi-
cates that our reduction module created some unnatural sentences.

Figure 1 shows a successful example of our system. In this example, the
bolded sentence is extracted and successfully reduced. Figure 2 shows an unsuc-
cessful example of our system. In this example, our system successfully extracted
the target sentence, but failed to reduce the sentence. Our reduction module
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Table 2. String replacement as preprocessing

target string |replaced string
TIIVWEY, [TY,
AT, o
TEVET, |TWd,
TV EY, |TVd,
TEWDEY, TS,
TEWYEY, [T,
ThHY E9, T,
WU ET, 42,
EEVwET, |
BTV, |,

Table 3. Quality question scores in the formal run (max is 2)

all-topic single-topic multi-topic
content |formed|total| content |formed| total| content |formed| total
X=0| X=2 X=0| X=2 X=0| X=2
nagoy|0.886(1.104| 1.619(0.899|0.953|1.179| 1.642|1.028|0.810(1.016| 1.592|0.750

deleted the object “O ¥ 5E 1 7, but left the verb “21}”, which made the reduced
sentence unnatural. This is because our module tries to leave as many words as
possible within the length limit. To solve this problem, we should delete the verb
if we delete its object. In addition, we need to further adjust the weights of the
features; for example, in this case we should delete “¥r4E[E FHMmEIEEE ED
ZRELEZEFTH and leave “DYIRY 2 DIF7.

4 Discussion

In the traditional sentence extraction summarization method, all sentences in
the source documents are scored and are chosen in the order of their scores until
the given length limit is reached. This technique often considers redundancy such
as Maximal Marginal Relevance [2].

Although classifiers such as random forest or support vector machine (SVM)
basically return a binary or multivalued output, many classifier implementations
can return a continuous output. Thus, we can use such output as a score for
summarization. For example, a summarization method using an SVM classifier
uses the distance from the hyperplane [3].

We used scikit-learn’s random forest classifier, which can return the proba-
bility of each sample. Thus, we compared the method using the probability with
our proposed method. We used the same classifiers in the formal run and added
one more classifier trained on all data without undersampling. We modified the
classifiers to output the probability and chose the sentences in the order of their
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Table 4. ROUGE scores in the formal run (all-topic)

recall F-measure
NI | N2 | N3 | N4 L |SU4 [W12| N1 | N2 [ N3 | N4 | L |SU4|W1.2

Surface
Form
Stem  ]0.479(0.217|0.145(0.101/0.412|0.247|0.197//0.377|0.165|0.108|0.074| 0.319 |0.184/0.205
Content
Word

0.459(0.200(0.131(0.089(0.394/0.229(0.186(|0.361| 0.151 |0.097|0.064| 0.305 |0.169|0.192

0.326(0.164/0.0940.046 |0.315|0.168(0.201|0.249|0.123|0.067|0.036|0.239|0.110(0.187

%ﬁﬁmmﬁt\%bwﬁiuomfﬁwi?>%bmﬁ%twi%iﬁﬁ\ﬂk%ﬁ

WD L LT, MR Y E b 1c, CABDDHHAIHAEYE L
TEIFAEOTT, HATHE. bl & # . 5o sss
YO R T DS R B L WS BOKS VT 1 T RERR L
WHb Bl REREH>TNE Uk, HLLALDEZ HIE. BEH -7 =
Dk > 2L % BHEC 53 b LB CHIETS - L 2 AT 6 OTF, &
HAKE S OWSHITIE, Bx DR VT 1 TEBI GO TN LT, bl
Tl < AT 5 DOHETLIEET 2 X NT % < D 4 DX IETINT
B, BDTIDORDY LB BCDORY X 5L XEENE L
FURAIRIL. B O SSIGHEEHT BT, HB. SEHIOMEI SV TRA S
NTOEF, FEEKGE TR, A AETUAMER, i, 2% 3k
BT % 7013 T < . SSEIHC ISR R A & DT, 22 TV £
REHICBWVWTIE, TOLIBHFLOWAHBMEOEBAEHEL, XAAWV
CEROHIMAEMEL TWC AL ELETH, NEOHEAAVET,

SYSIEI | i AOKIE HIF L, ¥AAVELHEAODBIAEMEL TV RE

Output |y % > 2425, MHOH %,
gdd FABVLIELD DB UL EMET A X, KROTRE,
tandard

Fig. 1. Example of successful summarization

probabilities. We chose extra sentences if the length of the chosen sentences was
ten less than the limit, as with the proposed method.

We conducted the extraction tests with these classifiers and calculated pre-
cision, recall, and F-measure, as shown in Table 5. In these tests, we considered
the positive sentences gathered by the method described in Section 2.1 to be
the gold standard. In Table 5, “closed” indicates the closed test conducted on
the training data in the formal run. Similarly, “open” indicates the open test
conducted on the test data in the formal run, where the test data consists of
“single-topic” and “multi-topic” data.

Table 5 shows that the first and second classifier scored low because of the low
amount of their training data. With precision, although the classifier using all the
training data scored the highest in the closed test, we consider this overfitting.
The fourth classifier achieved the highest precision score in the open test. With
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ﬁﬁﬁmmﬁﬁﬁmﬁﬁtﬁofu‘MM@E%@%%@%%@H%&Eﬁ\E@@%
UMH 2 - AU D KB RO TS, IS OB A B X % b
LTBY. SHOBBIANDEERLT bNEEA, =5 Lad, BT
DT UM YL IR B BRI U AR A 7 T % 3
. BFOMSREE TR . HE AR ROR LTS - & Ak bh
TOEF. ¥ Ub. ERADMSIIRREOEETE, RS E1T7
o AR ST - AU A B Ok . Se . B SSHsRAbIT
TORERFOE LR, RESNALAD. &E SR Y
GLBE T2 LTI, PSR OB R ORI A TR b ). 5k
VB OHEET S &S EICHR< kDB EDTH Y £+, Z DR, AT
% HMHDEREE < MUK 70 & AT . H00 e s TRy
GEEMELTEE L, BRINOEERYERET S ANSEND - 2.
HUNSRED TS ST A Y, FR 2. Wi hiibic & wd 58
BRI AIRY [0 5 - L AEETH ) 24, chETUEICHYE
YEDD, BRICRLERLELEDTFEET B, FEEFEERME
EEEDIRIEEZFTH, FAIREFRVET,

System |1y mEIC R e BLE L2 5T FHET AL, PRI S

Quiptt iz < ¥ 2 H2 £ FHE.
Gold AVNY BT, BRICKDEFLLE LT PRICTERE, FiRL,
Standard

Fig. 2. Example of unsuccessful summarization

recall, our proposed method scored the highest in all tests. Since the recall score
is more important in summarization, our method is more suitable and thus our
system achieved good performance in the formal run.

Another advantage of our method is that it does not need to tune the balance
between positive and negative data. Although Table 5 shows that the fourth
classifier achieved the highest precision and F-measure scores, this does not
always hold. The third classifier might achieve higher performance when we
use other training data. However, our method does not need to consider which
ratio of positive and negative data is best, and uses multiple training data with
different ratios.

5 Conclusions

This paper described our summarization system at the NTCIR-14 QA Lab-
Polilnfo. We proposed a progressive ensemble random forest method, which ap-
plies multiple random forest classifiers training on different-sized data sets step
by step in order to deal with imbalanced data. Although we achieved good per-
formance, especially in the evaluation by ROUGE scores, our sentence reduction
module sometimes caused our system to create unnatural sentences.

Thus, our future work is to improve the sentence reduction module. We would
also like to investigate the relationship between our progressive ensemble random
forest classifiers and the probability they estimated.
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Table 5. Extraction results
proposed| X 1| x 2| x3 | x4 | x5 all
closed 0.963 (0.860(0.967(0.973 | 0.983 (0.987|1.00
Precision all 0.446 (0.465(0.471|0.520 [0.526|0.511|0.523

open |[single| 0.481 ]0.482]0.464|0.560 [0.588]0.553|0.571
multi| 0.417 |0.450/0.477/0.483|0.466 [0.473]0.477
closed 0.967 |0.785/0.893|0.875 | 0.886 |0.886|0.896
Recall all 0.523 [0.437]0.406| 0.452 | 0.462 |0.457|0.457
open |single| 0.526 |0.432|0.411|0.495|0.526|0.495|0.505
multi| 0.520 |0.441|0.402|0.412|0.402|0.422|0.412
closed 0.965 (0.821]0.929]0.921|0.932 [0.933|0.945
F-measure all 0.481 ]0.450|0.436| 0.484 |0.492(0.483(0.488
open |[single| 0.503 ]0.456|0.436|0.525 |0.556|0.522|0.536
multi| 0.463 |0.446/0.436|0.444 | 0.432|0.446/0.442
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