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/ Classification Task in QA Lab-Polilnfo \ / Subtask 2: Finding Verifiable Fact in Statements \
> Determining the class (“SUPPORT”, “AGAINST” or “OTHER”) of statements in »> Baseline: All statements marked as “fact-checkable”.
assembly minutes (Japanese) according to Subtask 1, 2 and 3 (shown in the > BiLSTM input: statements
following table).
» Subtask 1: Identifying whether statements are relevant to a topic or not. /%mﬁi%@@m@ﬁ_@ OO A RS 334 (DR EEM AS A AL TR B TL =703 \
» Subtask 2: Identifying whether statements are fact-checkable or not. (Three buildings costing over 20 billion yen were not tendered due to the moving of
> Subtask 3: Identifying stances (positive, negative or neutral) of statements. Tsukiji Market to Toyosu) [...]

Although the number of examples used in argumentation mining is generally about

1,000 to 2,000, there are over 10,000 annotations provided for this task. When numerals are included,

Numeral Approach we regard statements as “fact-checkable”. /

relevant fact-checkable positive SUPPORT
relevant fact-checkable negative AGAINST / Semantic Approach
relevant fact-checkable neutral OTHER Place S (Toukiji), 2 (Kyoto)
relevant non fact-checkable any result OTHER Person Abe, Ueda
not relevant any result any result OTHER Organization House of Representatives, Cabinet = | Can provide useful clues

Numerals 1, — (one)

Topic example: ¥ i® ) EMF&EE (Tsukiji market should be moved to Toyosu) — COUmEr Swit | |F (), A [Umeer o peeplE)
When any of the features are included,

Statement: \ we regard statements as “fact-checkable”.
SME. FIhEBEICEYTEREDERNTEEILGE., SE&. BAFTDEEZHKL
[CEAfF =BT 7 THYZET . (Toyosu is an area which, after moving the new
market there and building facilities capable of hosting thousands of people, could BiLSTM 90.47%
be expected to gather many tourists in the future.)

Semantic Approach except Counter Suffix 52.93%
M Semantic Approach except Numerals 53.91%
A Subtask 1: relevant Semantic Approach except Place 53.34%
Subtask 2: fact-checkable Semantic Approach except Organization 54.39%
' Subtask 3: positive Semantic Approach except Person 64.73%
- / Semantic Approach with All Features 52.77%
Introduction HumeraApproach oLIEn
Baseline 71.55%
» The three stances (positive, negative or neutral) play an important role in 0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

recognizing arguments in a minute.
» In recognizing arguments in a minute, the stances play an important role.
» For fact-checking, it is crucial to understand whether an argument is fact-checkable

Accuracy of verifying fact-checkability task

Subtask 3: Identifying Stances of Statements

or not » Baseline: All statements marked as “neutral”.
> Tested: LSTM and BILSTM > BiLSTM input; statements
» Compared: machine learning vs. rule-based
» Dataset ratio: Training: 80%, Test: 20% Sentiment : i : : )

negative . neutral | positive
Subtask 1: Relevance between the Topic and Statements | | =
: : : , Statement’s

» Baseline: All statements marked as “relevant”. \_ -1 -0.9 0.9 1 Polarity )
» Common Words: When the number of common words between topics and

statements exceeds 2 (except for hiragana and stop words), we regarded them as BiLSTM 87 83%

“relevant”.

o L : . Sentiment 19%

» Similarity: If cosine similarity between topics and statements Is over a threshold, D 49.19%

we regard them as “relevant”. Baseline 85.33%
» LSTM and BILSTM Input: topics and statements 0% 10%  20%  30%  40%  50%  60%  70%  80%  90%  100%

Accuracy of stance classification task
BiLSTM 92.57% Discussion
LSTM 91.69% _ _ _ _

St it Qe S & 008 89 539 » BILSTM method yields the hlghes’_[ accuracy in all the sub_tasks.
St it (2es S = 008 90.80% >We_on|y used word vectors of topics and st_atements, SO 1N the future we plan to

o , design better features such as the ones we use in a Semantic Approach.

Similarity (Cos Sim > 0.04) 91.09% _ : : e : i
Similarity (Cos Sim > 0.02) 01 979 > In Subtask 3, we did not consider phrases like EpkDE R (a supporting opinion) and
MTHENTEASEES &0 = e B DLz TY (I dissent). In the next step, we will employ this feature into BILSTM.
common Wo.rds Sl > It would be better to annotate statements into five semantic relations: “AGREEMENT”,

Baseline 91.23% “CONFLICT”, “CONFINEMENT”, “EVIDENCE” and “OTHER” like in [1] rather than
88.0% 89.0% 90.0% 91.0% 92.0% 93.0% “SUPPORT”, “AGAINST” and “OTHER” because i1t will show the structure of the
Accuracy of the relevance identification task argument more clearly.
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