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Segmentation Task



Approach

Pre-processing
1. Single Speech Estimation

2. Speech Type Classification

QUESTION, ANSWER, PROGRESS, GREETING, OPINION, REPORT, and
REQUEST

Segmentation Process
1. Document Retrieval of Single Speech
2. Speech Segmentation



Document Retrieval of Single Speech

Approach: obtaining the speech section that contains the sentence
most relevant to the query

1. A query is generated from the given inputs
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Document Retrieval of Single Speech

Approach: obtaining the speech section that contains the sentence
most relevant to the query

1. A query is generated from the given inputs

2. Filter: by date, and by speaker(SF) (The effect by the 2nd pre-processing)
QUESTION type: filtering by agreement of speaker's name
ANSWER type: filtering by the agreement with the answer immediately after the obtained




Document Retrieval of Single Speech

Approach: obtaining the speech section that contains the sentence
most relevant to the query

1. A query is generated from the given inputs

2. Filter: by date, and by speaker(SF) (The effect by the 2nd pre-processing)
QUESTION type: filtering by agreement of speaker's name

ANSWER type: filtering by the agreement with the answer immediately after the obtained
QUESTION

3. the top ranked result based on TF-IDF score Is acquired

4. the single speech is acquired as the one to which the top-ranked
sentence belongs (The effect by the 1st pre-processing)



Speech Segmentation

It is highly probable that multiple topics exist in one speech

Hypothesis: the similar vocabulary tends to appear frequently in the
segment of the same topic.

Approach 1. segmentation based on the distribution of word frequency(WF)



Speech Segmentation

It is highly probable that multiple topics exist in one speech

Hypothesis: the boilerplate language frequently appears at the topic break.
Approach 2: rule-based segmentation(RB)




Results

We tried eight conditions corresponding to the different
combination of the presence or absence of SF, WF and RB.

# Priority SF WF RB
C1l — — —
C2 — —
C3 KSU-01 — —
C4 — —

C5 KSU-03 —
C6 KSU-02 —

C7 —

C8 KSU-04




The recall is expected to be as close to 1 as possible.

D|SCUSS|On — SF improved the recall of "all"

T2 Priority SF WF RB P R F

C1 — — — .08 940 .160

C2 v — — A1 991 202

C3 KSU-01 — — 24 79 370

C5 KSU-03 v — .66 .819 (31

C7 v — .85 952 902

C6 KSU-02 — .26 739 395
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C4 — — 294 906 444
S
7
S

C8 KSU-04 v .92 .96 .854




The appropriate segmentation is expected to improve the precision and F-measure.
— Both the two segmentation methods contribute to improve the accuracy.
— Especially, RB improves F-measure more greatly than WF.

# Priority SF WF RB P R F

C1 — — — .087 940 .160
C3 KSU-01 — — C 243 : 79<.370
C4 — — 294 906 444
C6 KSU-02 — 267 .59 395
C2 — — 112 991 202
C5 KSU-03 — C .660 : 19<.73l
C7 — 857 952 902
C8 KSU-04 922 196 .854




Summarization Task



Problems of our training data set

1. Unknown words

It IS difficult to deal with unknown words, since the
data set Is constructed from the minutes of the
specific Assemblies.

2. The amount of the data set

It Is difficult to say that the data set of 19,689
minutes were sufficient amount for deep learning.



Solution using Byte Pair Encoding (BPE)

1. Subword tokenizer treats high frequency words in the training
data as one word and divides low frequency words into
shorter units such as substrings and characters.

This process can reduce the unknown words.

2. SentencePiece which can provide unigram-based tokenizers
can output multiple segmentation candidates with confidence
degrees for the same Iinput.

The training data can be sampled dynamically
from the corpus, to augment data.



Proposed model (1/2)

Extended attention mechanism
» Generating the summary in accordance with the topic

* Global attention mechanism Is extended so that the attention of
document vector Is generated based on the topic vector.

Sub Topic: FAIZLERENDEZNZIE

Source: IRTFEDOHFRFIRKRITALAENL L. AL Y. EORXMIEEZL & T EE %r
H‘I'ffb > TW5H t%z_ i—g— *i*/f/\azli%i/ﬁnﬂﬂbwai/\b\ 'O—O__E—H
DB -o7-. BEEAE $%%ﬁ%%o# HOERE WS AE E%%Tw\ﬂ7wﬁ
HBREZ D NOFEMREFICIFEOEIFGDIRKHL H o Hh T, F#‘E?&E%& zhh
it%ﬁ%i&tbvpt Cd T, EROBEENRL—XIZIThNE E WD BEAD

b+~ 1S58 —"F+— /1, 1 L AN\ —r 43— — 4 I 2 1 - =/ v L 1L AT DL S Ly oo™ =L e ——




Proposed model (1/2)

Extended attention mechanism
» Generating the summary in accordance with the topic

* Global attention mechanism Is extended so that the attention of
document vector Is generated based on the topic vector.

Summary: FREEZEDERZEFICLVIENRE L oL WL D ERCHICEREIE ST
MHACIRERBRE D E Z




Proposed model (1/2)

Extended attention mechanism
» Generating the summary in accordance with the topic

* Global attention mechanism Is extended so that the attention of
document vector Is generated based on the topic vector.

LenEmb mechanism
 Controlling the output length

* LenEmb Is a method to introduce the length embedding vector
to the input of LSTM In the decoder.



Proposed model (2/2)

Diversity cell mechanism
 Solving the problem of the Recurrent Neural Network (RNN)

* The mechanism transforms the input vector into vectors
orthogonal to each other in each decoding step by extending
the implementation of LSTM.



Model configuration of priority 5

Decoder 128
Previous word—> Word embedding
(-‘ 128
128 LSTM
Vocabulary
Encoder o 256 128 128 size

Topic Text 128 BiLSTM —— Attention Concat Concat=—» W — W —» Word
]—b Word embedding {(‘ e ‘ o

128
Document Text BiLSTM Extended Attention —F-




Result

We constructed six models by combining the three mechanisms,

namely, the tokenizer, the diversity cell, and LenEmb.

) all-topic

Priority | Tokenizer Diversity cell LenEmb ROVBEN ROLIJ_GE_ content

N=1 N=2 X_0 X—2 formed total
KSU-01 MeCab v — 158  .028 .009 043 .043 .048
KSU-02 MeCab — — 185 .043 .021 076 .121 1.745 071
KSU-03 BPE v — 172 .036 .008 091 .157 1.715 104
KSU-04 BPE — — 171 013 ahEe 167 1.419 .093
KSU-05 MeCab v v .029 .010 048 .07/8 1.692 .048
KSU-06 | BPE v v 038 013 |.078 1.535  .091




Discussion

BPE

content?: The model could deal with unknown words appropriately.

formed|: The possibility of outputting a summary with grammatical errors
Increased.

Diversity cell

content|:. The predicted word vectors should not necessarily be orthogonal
In each decoding step.

formed?: The problem of repeated generation of the same words has been
alleviated.

LenEmb

content| /formed|: | o
;I'het%ontent of the summary tends to change according to the remaining
ength.



Classification Task



Relevance(Re) and Fact-checkability(Fc)

Classification of Relevance(Re)
* Input: A text obtained by concatenating a topic and an utterance

« Output: A probability value
« Configuration: One-layered neural network

Classification of Fact-checkability(Fc)
* Input: An utterance

« Output: A probability value

« Configuration: Two-layered neural network composed of LSTM
and fully connected layer



Stance(St)

Two-stage classifiers combining two binary classifiers
1. The classifier to identify “no opinion” or “*having opinion”.
2. The classifier to identify “support” or “against”.

Selection of the features

* The occurrence frequency histogram of word N-grams (N=1,2,3) was
made from the utterances in the development data per each label.

* The top-K word N-grams (K=200,400,600) having the largest
difference in frequency were selected as a feature for each label.



Stance(St)

The combinations of features determined

“no opinion” or “having opinion”

“support” or “against”

Mode Features Dimension Features Dimension
Stl 1-gram 600 1-gram 600
St2 1-gram 600 1-gram 400
St3 1-gram, 2-gram, 3-gram 200+200+200 1-gram 600
St4 1-gram, 2-gram, 3-gram 200+200+200 1-gram 400




Results

We constructed six models by combining the three classification,
namely, Re, Fc, and St.

Priority RI FC St Acc PO P1 P2 RO R1 R2
1 Rel Fcl Stl
2 Rel Fcl St2
3 Rel Fcl St3
4 Rel Fcl St4
5 Re? Fcl Stl
6 Re? Fcl St2
7 Re?2 Fcl St3
8 Re? Fcl St4




Discussion

It was confirmed that each proposed model has
, whereas they

It Is considered that both the recall of Fact-checkable Support
and that of Fact-checkable Against in the final classification
results were affected, because both the classification accuracy of
“fact checkable” and that of “Support” and “Against” were low.



Conclusion

* |n , we proposed a method based on rules and
vocabulary distributions. As a result, the team KSU achieved

*In , we tried using a framework of the query—
focused abstractive summarization.

*|n , we developed a method combining deep
learning and two—stage classifiers. As a result, the team KSU achieved




