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Introduction

Concise Instruction for QA LabPolilnfo-2

Our Proposed Method
EmbedRank++ based Method

To generate various sentences as summaries of utterances, we adopt
EmbedRank++, which is based on MMR score.

We newly add cosine similarities between [Di, MT] and [Di, ST], where Di is
a given document, MT is Main Topic for the summaries, and ST is SubTopic
for the summaries.

The purpose of QA Lab-Polilnfo-2 Summarization subtask is to give a
summary for Tokyo Metropolitan Assembly Minutes in order to avoid
reading long utterances.

To create summaries, the organizers prepared a summary for each
assembly speaker.
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utterances as summaries

Results and Analysis

Regarding ROUGE-1 scores, Sentence-BERT-based approach does not
outperform USE-based one.

EmbedRank++, to summarization

3. Adding two similarity functions to the MMR score which is used in
EmbedRank++

Japanese Political Sentence-BERT (JPSB) Creation
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Sentence Sentence Sentence #1 ensure that the Tokyo Metropolitan Government will take responsibility for
management of the Port of Kawasaki and the Port of Yokohama, in addition to

Dataset for Sentence-BERT Training

coordinated efforts with Tokyo’s industrial policies, infrastructure development
and cooperation with the ports of Kawasaki and Yokohama.)

Output#1 HIMDERBERWCAVISEBHEE—ERMICIRYBD CEAKRDOLN
THYET,, /RIGOEEBERAMLUE-RRANEEZFH>-TEHERE
(2> TLKAEFIZFERL TELIWE T, (At the same time, we need

to work on Tokyo’s industrial policies and infrastructure development. We
should ensure that the Tokyo Metropolitan Government, which knows well the
actual situation in the field, will take responsibility for port management.)

Reference ERE(ZDUWVNTHT-LHE(HEHERT , ETHEIF X E. E~NDEFRYLFT
summary 3R BB EEELOEEERIELEIENICHET S, (Let us

explain the new purposes for Tokyo metropolitan roads. We will actively promote
support for municipalities, also demand expansion of financial resources from the
government, and strengthen cooperation with wire-line operators.)
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(We will make every effort to support the city. We will create a world-class urban
space with the aim of creating a distinctive urban landscape and a highly disaster-
resistant city.)

We utilize utterances from Tokyo Metropolitan Assembly Minutes
dataset, which are provided by the QA LabPolilnfo-2 organizers. 27,078
triplets of [target sentence, positive sentence, negative sentence] are
created via the following steps:

1. We assumed that utterances that are adjacent to each other in terms
of time series are semantically related, so that we treat an utterance
which follows a target sentence as a positive sentence

2. Take a utterance as a negative sentence, as far as it is spoken on a
different day or in a different meeting #2

These triplets are divided into 21,662 (80%) for training, 2,708 (10%) for

development, and 2,708 (10%) for testing.

Output #2

Model Evaluation

1. Take the difference diff between
the cosine similarity of [positive
sentence, target sentence] and
[negative sentence, target
sentence]. The larger diff
indicates that the model can
identify a positive sentence and a
negative sentence better.

2. Accuracy

Table: Results of USE and our
proposed JPSB evaluated on the
test data

Conclusion
- Accuracy 1. We created Sentence-BERT for Japanese political texts;

USE
JPSB 0.3705

0.8674 2. We adopt the Japanese Political Sentence-BERT to utterances included in
| the Japanese minute data summarization task;

0.9849 3. MMR did not work well for this subtask (both ROUGE and human
evaluation)

4. It is necessary to tune the parameters of score function in our method

0.2441




