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**1. Introduction**

- Tasks:
  Data Search (English and Japanese sub-tasks)

- Overview NII Table Linker:

  - Query
  - Anserini
  - Top k ranking
  - Re-ranking
  - Results

  **Fine-tuning with Standard Methods:**
  - Run 1: Fine-tuned BM25
  - Run 2: BM25 + PMF
  - Run 3: Fine-tuned BM25 + PMF

  **Re-ranking with a Sequential Procedure:**
  - Run 4:
    - Top 20 on Run 2
    - English: NII-E-4
    - Japanese: NII-J-4
  - Run 5:
    - Top 20 on Run 3
    - English: NII-E-5
    - Japanese: NII-J-5
  - Run 10:
    - Top 100 on Run 3
    - English: NII-E-10
    - Japanese: NII-J-10

  **Re-ranking with a Parallel Procedure:**
  - Run 6: Entity Centric
  - Run 7: Date and Location
  - Run 8: Table Content
  - Run 9: Cluster based approach

- Embedding Search: (Extra runs)
  - Run-Ex-2: Run 2 + fasttext, English: NII-E-Ex-2
  - Run-Ex-6: Run 2 + fasttext, English: NII-E-Ex-6

**2. NII Table Linker**

- Fine-tuning with Standard Methods:
  - English: NII-E-1, Japanese: NII-J-1

- Re-ranking with BERT:
  - Run 4:
    - Top 20 on Run 2
    - English: NII-E-4
    - Japanese: NII-J-4
  - Run 5:
    - Top 20 on Run 3
    - English: NII-E-5
    - Japanese: NII-J-5
  - Run 10:
    - Top 100 on Run 3
    - English: NII-E-10
    - Japanese: NII-J-10

- Re-ranking with a Sequential Procedure:
  - Top k ranking with a Parallel Procedure:
    - English: NII-E-6, Japanese: NII-J-6
    - English: NII-E-7
    - English: NII-E-9, Japanese: NII-J-9

**3. Results (Ranking of Top 20 runs)**

- Official Evaluation
  - English
  - Japanese
  - Extra Evaluation

**4. Results**

- Fine-tuning on the standard methods: bad (English), good (Japanese)
  - BM25:
    - Default: 0.238
    - Fine-tuned: 0.219
  - BM25 + PRF:
    - Default: 0.203 - 0.94%
    - Fine-tuned: 0.415
  - J6: 0.415 + 0.05%

- Re-ranking (sequential) with BERT: good (English), bad (Japanese)
  - BM25+PRF (Top k):
    - Default: 0.222
    - Fine-tuned: 0.262 + 13.53%
  - J6: 0.435
  - J6: 0.435 - 1.12%

- Re-ranking (parallel) with other factors do not work well
  - Avg metrics:
    - English
    - Japanese
    - BM25 + PRF:
      - English: E3: 0.209
      - Japanese: J3: 0.435
  - Re-ranking with embedding search is promising
  - Run Ex-2: +14.3% vs E-2 (BM25+PRF Top 10)

**5. Future work**

- Dataset standardization, semantic annotation, knowledge graph matching
- Data content retrieval, fact checking
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