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ABSTRACT
This paper presents our approach to the NTCIR-15 MART task.
The task is divided into two subtasks, micro-activity retrieval task
(MART) and insights task. We participated in micro-activity re-
trieval task, where the goal is to retrieve the detailed lifelog of
activities from multi-modal data, such as first-person perspective
images, screenshots, and bio signals. The major challenge in the
task is the semantic gap between textual descriptions and the vi-
sual concepts in images. To reduce the semantic gap, we propose a
supervised model that encodes activity description as vectors. Our
model incorporates the visual features and bio signal features from
seven users to classify the pre-defined twenty micro-activities. In
order to recognize computer activities (e.g., reading text on screen
and browsing news websites), we utilize RoI (Region of Interest) fea-
tures. After encoding visual features by employing the pre-trained
computer vision model, we use Gated Recurrent Unit (GRU) [4]
to capture the slight variation of users’ movement in time-series.
Experimental results show that our system is effective in the micro-
activity retrieval task. In terms of performance, our system achieved
0.85050 of MAP score and won the third place.

TEAM NAME
NLP301

SUBTASKS
Retrieval task (English)

1 INTRODUCTION
With the advance of technology, people are used to recording their
daily life by taking photos or filming videos. These personalized
data captured by lifelogging devices provide rich information for
supporting human living assistance services, such as lifestyle under-
standing [5], diet monitoring [14], and visual lifelog retrieval [3, 7].
Since the devices can capture a large amount of multimedia data, we

need an efficient system to categorize the activities and access the
desired information. Activity retrieval, which is aimed at identifying
real-world activities of an individual (e.g., using a computer, eating,
having a conversation with others, etc.), has become a popular task
for users who record their life through digital devices.

In general, activity retrieval focuses on retrieving coarse-grained
activities from longer, untrimmed videos [1, 2, 6, 10], such as using
a computer and doing housework. Comparing with general activity
retrieval, micro-activity retrieval task (MART) in NTCIR-15 [12]
targets at retrieving fine-grained activities from images in short
time period, such as writing/replying to an e-mail and cleaning
with a broom, hoover or cloth. MART focuses on finding the pat-
terns in different activities and reducing the semantic gap between
micro-activity description and the visual representation. NTCIR-
15 MART dataset consists of multimodal information, including
images, screenshots, body/eye movement, and object detection in-
formation. Specifically, the queries in NTCIR-15 MART dataset are
natural language descriptions for finding consecutive images over
a period of time corresponding to the micro-activity described in
the query. Fig 1 shows an example query and its answer.

To identify the activity occurs over short time-scales, we propose
a model that takes the content of the images in the time-series into
account. We utilize the residual neural network (ResNet) [11] to
extract visual features from the images taken in a period. Note that
people describe their questions with textual expressions, while the
personalized data captured by the camera are visual data. That is, the
main challenge of MART is to reduce the semantic gap between the
visual and textual domains. In this work, we tackle the challenging
issue of reducing the semantic gap between textual information in
screenshot images and activity description by cropping the useful
part, URL (Uniform Resource Locator), for example, of screenshot
images. We encode the cropped screenshot images by using ResNet.
Then, the features are fed into the gate recurrent unit (GRU) layer
to derive the sequential features. The detail of model construction
is described in Section 3.3.
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Figure 1: Example of the Query and Its Answer in theMART
Dataset.

The contributions of this paper are threefold as follows.
(1) We create new RoI features from screenshot images to help

ourmodel better categorize distinct computermicro-activities.
(2) We construct a user lookup table and add additional informa-

tion in the final stage of our model to personalize the seven
users’ actions.

(3) The GRU structure encodes the time-series information in
consecutive images and improves performances in the micro-
activity retrieval task.

2 RELATEDWORK
Activity retrieval can be subdivided into two types. One is personal
activity retrieval, and the other is general activity retrieval. Recently,
there has been significant work in general activity retrieval. One
major challenge in activity retrieval is to retrieve the corresponding
activity images/videos by natural language queries. Hence, how to
build an efficient system to assist human to retrieve the information
they want is essential. Overall, an activity retrieval process could be
classified into two parts: multi-modal learning and retrieval model
construction.

Multi-modal Learning Yang et al. [16] propose a correlational
recurrent neural network (RNN) to fuse multiple input modalities
that are inherently temporal in nature. Inspired by Yang et al. [16],
we construct a model to extract temporal features for recognizing
activity in consecutive images. Zhang et al. [17] discuss the pros
and cons of several multi-modal learning methods. According to the
characteristic of the dataset, we create a more reasonable feature
called RoI feature to help our model know the patterns of various
activities. Besides, we learn the time series feature in images by
using the RNN structure.

Activity Retrieval Models In recent years, activity retrieval
has been discussed in many novel ways. Zhang et al. [18] propose
a novel task setting called zero-shot temporal activity detection,
whose goal is to detect the activities never seen in training data. Gao
et al. [8] align language query to video clips using multi-processed
interaction between visual representation and sentence representa-
tion.

Compared to general activity retrieval, personal activity retrieval
is a special research topic in lifelogging. Gurrin et al. [9] propose a
lifelog task in 2014, where the goal is to extract and retrieve specific

moments in a lifelogger’s life. NTCIR-15 MART, different from the
tasks mentioned above, is a novel task that addresses the research
topic of retrieving personal micro-activities.

Following multi-modal method mentioned above, we add addi-
tional information called bio signal features. That is, the bio signals
are used to construct a lookup table of seven users to detect their
behaviors.

3 RETRIEVAL TASK
3.1 Data Analysis
The statistics of the twenty activities numbered from 1 to 20 in the
training data are shown in Table 1. Each activity is collected from
seven different users.

Table 1: Activities Distribution of the Seven Users.

Activity Frequency
1. Writing/replying to an e-mail 97
2. Reading text on screen 108
3. Editing a presentation 100
4. Zoning out while staring at the screen 115
5. Finance management (using a calculator) 88
6. Physical precision task (using a circuit board) 85
7. Document organisation task 78
8. Reading text on an printed A4 sheets 105
9. Counting/arranging physical currency (money) 76
10. Writing with pen on paper 94
11. Watching a youtube video 111
12. Browsing news websites 106
13. A face-to-face conversation 80
14. Making a telephone call 97
15. Drinking/eating 85
16. Closing eyes 110
17. Cleaning (with a broom/hoover) 78
18. Physical exercise 72
19. Hand-eye corrdination activity 76
20. Walking around 69

From the statistics of the training data, we find that the distribu-
tion of each activity in the dataset is balanced. We adopt the idea
of supervised learning multi-modal RNN as mentioned in the work
of Yang et al. [16], the detailed model structure will be elaborated
in Section 3.3.

3.2 Data Preprocessing
The NTCIR-15 MART dataset includes photos taken with Autogra-
pher, images of computer screenshot, and metadata of each activity
performed by seven users. Each user had performed two round
of 20 activities as training data, and one round of 20 activities as
test data. Each training instance we input to the model is a pack of
images labeled with the same ID in MART, representing an activity
performed by an individual.

For extracting visual features from images, we use a pre-trained
computer vision model, ResNet. The visual features of screenshot
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images are also extracted by ResNet. For computer-related micro-
activities, we crop the URL of screenshot images into several RoI
regions. We then encode them using CNN model as RoI features.

The bio-signal data are built with seven users’ vectors 𝑥𝑥𝑥𝑢,𝑎 ∈
R108, where 𝑢 is user id, 𝑎 is activity id and the number 108 repre-
sents 108 sorts of bio signals. In total, 𝑁 = 7 represents the number
of users and𝑀 = 20 stands for the amount of micro-activities. To
remove the bias of different bio signal features, we normalize them
using the equations as follows:

𝑓𝑓𝑓 𝑢,𝑎 =
𝑥𝑥𝑥𝑢,𝑎 − 𝜇𝜇𝜇

𝜎𝜎𝜎
(1)

𝜇𝜇𝜇 =
1

𝑁𝑀

𝑁∑
𝑢=1

𝑀∑
𝑎=1

𝑥𝑥𝑥𝑢,𝑎 (2)

𝜎𝜎𝜎 =

√√√
1

𝑁𝑀

𝑁∑
𝑢=1

𝑀∑
𝑎=1

(𝑥𝑥𝑥𝑢,𝑎 − 𝜇𝜇𝜇)2 (3)

3.3 Proposed Model
In this section, we introduce our model, which is capable of retriev-
ing micro-activity from multi-modal data. Our model is composed
of ResNet and GRU. ResNet is utilized to extract visual features
from images. Each image is encoded as 1,000-dimension vectors
by the ResNet. For better understanding the context in which the
activity occurs, we connect the output from the ResNet with the
GRU layer. We perform mean pooling at each timestamp output
from the GRU layer to encode the features of the time series images.
Fig 2 shows the model structure.

ResNet ResNet CNN

GRU GRU GRU

Concat

FC	layer

action
probability

0
1
2
3
4
5
6
user	embedding
	lookup	table

mean	pooling mean	pooling mean	pooling

biosignal	detected
	by	user

images screenshot	images RoI	feature

Figure 2: Structure of Our Proposed Model.

As a result of observation on screenshot images, we discover
some textual information that could be used to recognize activities
related to “using computer”. For instance, the textual information
of describing the activities of “reading text on screen” and “writ-
ing/replying an e-mail” are different. Therefore, we crop the screen-
shot images with positions that may contain the important textual
information, such as URL. The experimental results show that the
RoI features could improve model performance. In addition, we
also incorporate the bio signal features for distinguishing dynamic
activities from static ones. The bio-signals are multiplied with 7
trainable dimensional user embedding from user embedding lookup
table to better recognize the micro-activities. Experimental results
of using different features are shown and discussed in the following
section.

Finally, we concatenate all the aforementioned features and fed
them into a fully connected layer to compute the probabilities of
the 20 activities. The model will select the activity with the highest
probability as the answer.

To sum up, the whole process contains three steps as follows:
(1) Preprocess the input images, screenshot images, and bio

signals and pack them.
(2) Feed the preprocessed images and bio signals into the model.
(3) Use softmax function to determine to which activity it be-

longs.

3.4 Experiment Settings
To optimize our model, we apply Adam optimizer [13] on the cross-
entropy loss with a learning rate of 1 × 10−4. The batch size is 4,
and the number of training epochs is at most 75. We implement the
model using PyTorch [15].

3.5 Official Results
We submitted 10 runs to the retrieval task, including different ways
to incorporate the features with our baseline model. The best model
is shown in Fig 2. The symbol ‘Share” in Table 2 denotes the images,
screenshot images and RoI features are encoded by using the same
ResNet. Excluding the runs for evaluating the performances of
different epochs , we report the 6 settings in Table 2.

Table 2: Model Settings for each Run of Retrieval Task.

Run ID Model Features
Image Screenshot Crop User Share

1 Baseline ✓ ✓ ✓ ✓ ✓
2, 3

Our Model

✓ ✓
4 ✓ ✓ ✓
5 ✓ ✓ ✓
6 ✓ ✓ ✓ ✓
7 ✓ ✓ ✓ ✓

8, 9, 10 ✓ ✓ ✓ ✓ ✓

4 EXPERIMENT
We further compare our best model (i.e. the one with the run id 10)
with the baseline model composed of ResNet only. Both of them
are trained with all features. Table 3 shows the performance of
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the baseline model and our best model. We observe that the mean
average precision (MAP) increases when the GRU layer is adopted.
Comparing the baseline model that uses the ResNet only, our model
obtains an improvement of MAP score by 0.20059. Experimental
results show that the GRU layer is effective in the task of micro-
activity retrieval.

Table 3: Performances of the Baseline and the Best Model.

Model MAP score
Run ID 1 0.64991
Run ID 10 0.85050

Table 4: Performances of Our Proposed Model.

Run ID Features MAP ScoreImage Screenshot Crop User Share
3 ✓ ✓ 0.72088
4 ✓ ✓ ✓ 0.73806
5 ✓ ✓ ✓ 0.75513
6 ✓ ✓ ✓ ✓ 0.78897
7 ✓ ✓ ✓ ✓ 0.81305
10 ✓ ✓ ✓ ✓ ✓ 0.85050

Table 4 reports the results of our proposed model under different
feature settings. Comparing the results of the run id 5 and the run id
6, adding the feature of user embedding significantly improves the
performance. The models with the run id 6 and the run id 10 achieve
the MAP scores of 0.77898 and 0.85050, respectively. It shows that
sharing the parameter of ResNet benefits to learning more robust
visual representations.

5 DISCUSSION
In the task of MART, we find that our model can successfully recog-
nize some micro-activities that even humans cannot. For instance,
as shown in Fig 3, the images of “zoning out while starring at the
screen”, “closing eyes”, and “making a telephone call” are similar.

Figure 3: Examples of Three Micro-Activities with Similar
Scenes.

In the confusion matrix of the baseline model shown in Fig 4, the
numbers of labels "True Label" and "Predicted Label" are referred to
the numbers in Table 1. The activity of “zoning out while starring
at the screen” may be predicted as “closing eyes”. We observe that
the values of “data_EOG_UD_by_activity_median” provided in the
MART dataset are significantly different between the activity of

Figure 4: The Confusion Matrix of the Baseline Model.

Figure 5: The Confusion Matrix of the Best Model.

“zoning out while starring at the screen” and “closing eyes”. Besides,
the activity of “making a telephone call” is similar to the activities
of "zoning out while starring at the screen" and "closing eyes", since
the images of these three activities only contain the scene in front
of the user. That is, the information of user’s bio signal in a period
is important.

On the other hand, some activities are recognized correctly by
our best model that considers the content of consecutive images.
Comparing with Fig 4, Fig 5 shows our best model that introduces
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the GRU layer recognizes the micro-activities more precisely, es-
pecially “closing eyes”. Fig 6 shows the images of the activity of
“walking around” at three timestamps, where 𝑛 denotes the time
interval. In this case, the structure of GRU captures the trajectory
of the user’s movement, and improves the performance of micro-
activity recognition.

Figure 6: Example of Continuous Scenes of an UserWalking
Around.

6 CONCLUSION AND FUTUREWORK
This paper presents our work in NTCIR-15 MART task. To better
recognize the micro-activity that occurs in the context of consec-
utive images, we propose a model composed of ResNet and GRU.
We find that RoI features improve the performance of classifying
the micro-activities about using computer, such as reading text
on screen and browsing news websites. In addition, we incorpo-
rate the information of bio signals in our model for classifying the
static and dynamic activities. Surprisingly, the information of bio
signals also benefits to distinguish the static activities zoning out
while staring at the screen and closing eyes. Experimental results
show that encoding visual features extracted from the ResNet by
using the GRU layer improves the performance. Our model is ca-
pable of recognizing the similar micro-activities by capturing the
user’s slightly different movement in the short time-scales, such as
walking around.

From this task, we figure that different users have their own
habits of doing some micro-activities. In the future, we may con-
struct personal knowledge base with micro-activities of each user.
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