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ABSTRACT
The NTCIR-15 SHINRA2020-ML Task is a multilingual text categorization task where a Wikipedia page in a given language is mapped to one or more of the 219 Extended Named Entity (ENE) categories. The UOM-FJ team participated in 28 out of the 30 subtasks (languages), with a primary focus on English. Our system makes use of different types of information associated with the target Wikipedia articles, as well as the hierarchical structure of ENE. Our system ranked first on the English subtask with an F1-score of 82.73, demonstrating the effectiveness of using different types of document information.

TEAM NAME
UOM-FJ

SUBTASKS
English, Spanish, French, German, Chinese, Russian, Portuguese, Italian, Arabic, Indonesian, Turkish, Dutch, Polish, Persian, Vietnamese, Korean, Hebrew, Romanian, Norwegian, Czech, Ukrainian, Hindi, Finnish, Hungarian, Danish, Thai, Catalan, Bulgarian

1 INTRODUCTION
The NTCIR-15 SHINRA2020-ML Task [13] is a multilingual document categorization task aimed at constructing a structured knowledge base based on Wikipedia. The task is to classify entities represented by Wikipedia articles in different languages into the 219 Extended Named Entity (ENE) categories [1]. Participants are provided with target Wikipedia articles, as well as labelled training data for each target language. The labels in the training data come from corresponding Japanese articles, i.e., Japanese articles are categorized first and then the labels are propagated to the corresponding articles in other languages using inter-language links. While the resulting dataset is potentially noisy, it is large enough to employ supervised training over each of the associated monolingual datasets to create a classifier for each target language. Further details of the task can be found in the task overview paper [13].

We participated in 28 out of the 30 subtasks (languages), with a primary focus on English. Our system makes use of different types of information associated with Wikipedia to obtain document representations. A Wikipedia article contains not only a textual description of the target entity but also other data modalities including images relevant to the entity, page links connecting relevant entities to each other, and an infobox that summarizes key attributes of the entity. By incorporating such information, we expect to obtain richer document representations to help categorize entities into the fine-grained ENE types. Furthermore, we utilize the hierarchical structure of the ENE taxonomy, to capture similarities between classes and potentially boost data efficiency. In order to aggregate different types of information efficiently, we separately compute document embeddings for individual modalities of input. The embeddings are computed by different sub-models based on different aspects of the input document and then combined into a multi-aspect document representation. Our system ranked first in four languages including English, demonstrating the effectiveness of our approach. This paper describes the details of our method and discusses the results.

2 OUR APPROACH
Our primary focus is on the English subtask. Despite the fact that our approach is essentially language-agnostic, we did not have enough time and resources to apply our full model to other languages. Instead of applying the fully integrated model, we adopted a simplified approach based on VL-BERT [17] for non-English subtasks. Below we first describe our main model for English, and then describe the model for the non-English subtasks in Section 2.9.

2.1 System Overview
An overview of our main model (for English) is shown in Figure 1. We cast the problem as a multi-label classification problem. That

1The languages we didn’t participate in were Greek and Swedish. For Greek, the Wikipedia dump was not provided in JSON format, which made it hard for us to process the data. For Swedish, we could not make a submission in time because of a bug in our output generation procedure.
is, for an input Wikipedia article, the system may predict multiple ENE categories, in line with the fact that the training data includes multi-label instances. Given an input article and document encoder for a given data modality, our system first encodes it into a single vector. We then feed it into a classification layer and compute a score for each candidate ENE category.

The input encoding module consists of two parts: a trainable BERT [4] encoder, and a set of fixed pre-trained document representations. To fully exploit not only the textual description but also rich multimodal information in Wikipedia, we train sub-models that use different types of information associated with Wikipedia articles to generate a document representation that reflects multiple aspects of Wikipedia articles. We describe the details of the sub-models in Sections 2.2 to 2.5. In the classification layer, the scores are computed independently, i.e., we do not take the hierarchical structure of the ENE categories into account and model each category independently. However, as described in Section 2.5, we incorporate the information of class hierarchy in computing the input document embeddings. The final model architecture is detailed in Section 2.6.

### 2.2 Knowledge Graph Embeddings

We use pre-trained embeddings of the Wikidata graph published by PyTorch-BigGraph [11] team as our knowledge graph embeddings $e_{KG}$. The embeddings are trained on the full Wikidata graph using PyTorch-BigGraph with a translation operator. The embeddings file contains 200-dimensional embeddings of 78 million entities. We use the wikibase_item field of the Wikipedia cirrus dump to identify the Wikidata entity corresponding to a Wikipedia article. We found Wikidata entities for 98.3% of all target English Wikipedia articles. We map articles with no corresponding Wikidata entity onto a shared randomly generated vector $e_{UNK}$.

### 2.3 Text–image Embeddings

Generally a Wikipedia page includes one or more images, which we utilize in our approach. We propose a cross-modal approach to calculate text–image embeddings $e_{VL}$.

---

2.3.1 Model Architecture. Following the popularity of BERT and the paradigm of pre-training & fine-tuning, we chose VL-BERT [17] as our backbone model.

Inputs to VL-BERT consist of four parts: token embeddings, visual feature embeddings, segment embeddings, and position embeddings. Their summations are fed into a transformer [20]. We refer the readers to the original paper for more details.

We adapt the above model to our specific task. The model architecture is shown in Figure 2. For the text modality, the input consists of the title and opening text.4 Textual embeddings are from pre-trained BERT model, which is also fine-tuned during training.

Specifically, we use bert-large-uncased for English. For the image modality, instead of using regions-of-interest (ROIs) as inputs, we feed the whole image to the model, using Faster R-CNN [12] + ResNet-101 [7] to extract image features. When there are no images for a given Wikipedia page, we artificially generate an empty black image. When there are multiple images, we rescale them to the same size and concatenate them as one large image. Different components are discriminated using ROIs. Parameters are initialized from parameters pre-trained on Visual Genome [10] for object detection [2], and fine-tuned during training.

2.3.2 Data Preparation. To build the image corpus, we extract images from the English Wikipedia dump of June 2020 using the zim library.7 There are more than 14 million pages in this dump, from which more than 5.8 million images are extracted. We inject these images into the SHINRAML-2020 dataset for each language. For the English corpus, about 88% of pages are augmented with images.

2.3.3 Model Training. For the English task, we initialize the parameters of VL-BERT with the official pretrained model that is trained on two cross-modal tasks: “masked language modeling with visual clues” and “masked ROIs classification with linguistic clues”. Pre-training corpora include Conceptual Captions [14], BookCorpus [22], and English Wikipedia data.

We fine-tune the model on SHINRA2020-ML. The classifier is a one-layer feed-forward neural network with 1,024 hidden nodes.
We predict one category for each Wikipedia page, and minimize the cross-entropy loss function.

2.4 Page Screenshot Layout Embeddings

In this section, we first describe how we obtain visual renderings of Wikipedia articles, followed by a brief description of the Inception V3 model (Inception: Szegedy et al. [18]), a widely-used pre-trained visual model. Then we present how we train the Inception model for our task.

2.4.1 Screenshot Generation. To avoid extensive requests to online Wikipedia, which is discouraged by Wikipedia, we use an offline Wikipedia dump, released in June 2020, to obtain visual renderings of Wikipedia articles.9 A visual representation of each article is generated via a 1,000×4,000-pixel screenshot of the Wikipedia article via a PhantomJS script over the rendered offline version of the article,10 which is later resized to 500×500-pixel to feed into a visual model.

2.4.2 Inception V3. There are a wide range of models for image classification, such as VGG [16], ResNet [7], Inception V3 [18], Xception [3], and EfficientNet-Lite4 [19]. In this work, we use Inception V3 pre-trained on ImageNet11 to obtain visual representations of the Wikipedia screenshots, based on the method of Shen et al. [15] in the context of document quality assessment.

As it is difficult to decide what types of convolution filters to apply to each layer (such as 3×3 or 5×5), the basic Inception model applies multiple convolution filters in parallel and concatenates the resulting features, which are fed into the next layer. Inception is a hybrid of multiple Inception models with different convolution filters, with the benefit of capturing both local features via smaller convolutions and abstracted features via larger convolutions.

2.4.3 Model Training. We feed resized 500×500 Wikipedia article screenshots into Inception, achieving 2,048 dimensional document embeddings $e_{SS}$.

2.5 Class Hierarchy-aware Embeddings

Considering the tree-based taxonomical hierarchy of ENE categories, we employ a hierarchy-aware global model (HiGAM) [21] to capture the label hierarchy and label correlations. HiGAM firstly uses a text encoder to extract textual embeddings, and then enhances those embeddings with pair-wise label information using a structure encoder.

2.5.1 Model Architecture. We once again employ bert-large-uncased as the text encoder, and take the output of the [CLS] token for each document as the textual embedding. Then we construct a hierarchy convolutional graph network (Hierarchy-GCN) [9], in which each node represents an ENE category (including both internal nodes and leaf nodes), and each directed edge represents either hierarchical relational information or correlation information. Hierarchy-GCN is initialized by a weighted adjacency matrix based on prior probabilities of parent–child relations and pairwise co-occurrences among nodes in the taxonomic hierarchy, which are computed according to the provided labelled dataset.

Following the hierarchical text feature propagation approach [21], Hierarchy-GCN takes textual embeddings as input and encodes them into node-wise embeddings based on the associated neighborhood of each node, which are then concatenated as hierarchy-aware embeddings $e_{CH}$.

2.5.2 Label Space. In the official dataset, other than 33 pages, all labelled Wikipedia pages are categorized as leaf ENE categories in the taxonomic hierarchy. To enable hierarchical classification, we expand the original flat label space to a hierarchical label space, and label each page by all nodes on the path from the root to the corresponding leaf node, e.g. [1.4.2] $\rightarrow$ [1, 1.4, 1.4.2].

We compute binary cross-entropy loss over the hierarchical label space with recursive regularization [6] to parameters of the final fully-connected layer during training. However, we use the trained hierarchy-aware embeddings $e_{CH}$ for classification over the flat label space in the ensemble model to ensure each page is classified to leaf nodes.

2.6 Final Classification Model

As mentioned above, the final classification model takes two types of input document representation: a document representation $e_{BERT}$ generated by a trainable BERT encoder, and fixed pre-trained document representations $e_{KG}$, $e_{VL}$, $e_{SS}$ and $e_{CH}$ described above. We used the title and opening text as an input to the BERT encoder. Following a [CLS] token, we simply concatenate the title and opening text and add a [SEP] token to the end of the input. As a result, we obtain input tokens as ([CLS], tokens(title), tokens(opening text), [SEP]). We set the maximum length of the input tokens to 256. We use the output of the first [CLS] token as the BERT document representation $e_{BERT}$. The BERT representation is concatenated with the pre-trained document representations and fed into a two-layer feed-forward network with ReLU activation to obtain an integrated document representation $e \in \mathbb{R}^{200}$.

$$e = \text{FFNN}(e_{BERT} \oplus e_{KG} \oplus e_{VL} \oplus e_{SS} \oplus e_{CH}).$$

(1)

The document representation is used to compute the probability scores of the candidate ENE categories:

$$p(c, e) = \sigma(w_c^T e + b_c).$$

(2)

where $\sigma$ denotes the sigmoid function, and $w_c$ and $b_c$ are category-specific weight and bias parameters for category $c$.

2.7 Training

The official training set of the English subtask contains 439,351 articles annotated with ENE categories. To train our model, we randomly sampled 10,000 articles as our internal development set, and used the remaining 429,351 articles as our training set. In addition, we found that the original training set has a duplicate page ID issue whereby more than one occurrence of the same page ID is included because different Japanese Wikipedia articles may have inter-language links to the same article in the target language. Following the instructions of the organizers, we removed duplicated page entries from the training set, and merged their gold ENE labels.
As a result, we obtained a training and development split consisting of 428,927 and 9,980 articles, respectively.

For final model training, we optimized the parameters of the BERT encoder and the classification layer, while keeping the pre-trained embeddings \( e_{KG} \), \( e_{VL} \), \( e_{SS} \) and \( e_{CH} \) fixed. We used bert-base-cased model to initialize our trainable BERT model. Dropout rates of 0.1 and 0.3 were applied to the BERT layers and the feed-forward network, respectively. We used Adam [8] with an initial learning rate of 5e-5 and a gradient clipping threshold of 5.0. The minibatch size was set to 8 during training. Training was continued until no improvement was observed for 10 epochs in terms of F1 score on the development set, with a maximum of 200 epochs. Our model is implemented using AllenNLP [5].

2.8 Inference
At inference time, we use the probability scores computed by Equation (2), and output the categories whose estimated probability exceed the threshold \( \theta = 0.5 \) as the model prediction. This submission is labelled “jointrep” in the results table.

For the other two submissions, we further apply a post-processing step. A problem in the original output is that it may produce outputs with no predicted label, in cases where the probability scores of all candidate categories are below the 0.5 threshold. In this case, the official evaluation regards the article to be assigned the label IGNORED. According to the taxonomy of the ENE [1], however, CONCEPT should be used to represent anything other than entities which have one of the other specific ENE categories. Therefore, we apply a post-processing step in which we add a CONCEPT class when no category is predicted by our system. This submission is labelled “jointrepPostprocess”.

Our third submission is based on an ensemble of different predictions made by the five models, trained on different subsets of our training split. We further divide our training split into five parts and train five sub-models, each of which uses four parts as training data and the remaining one as development data. We then aggregate the predicted outputs by taking the union of the results from these five sub-models. After that, we apply the same post-processing step described above; this submission is labelled “jointrepUnionPostprocess”.

2.9 Models for Non-English Subtasks
As introduced in Section 2.3, VL-BERT is an important part of the proposed model. For English tasks, as mentioned above, we integrate \( e_{VL} \) with other embeddings calculated by the different submodels, and use the integrated embedding for classification.

For non-English subtasks, instead of integrating different embeddings, we resort to VL-BERT only, trained in the same way as for English with two major differences. First, we use the bert-base-multilingual-uncased model, with a vocabulary size of 105,879, and number of nodes in hidden layers changed to 768. Second, because there are no pretrained VL-BERT models available and there are no non-English datasets for VL-BERT pretraining, we fine-tune our model on the SHINRA2020-ML task directly, without pretraining.

Note that for image datasets of non-English languages, we still extract images from the English dump, because we assume that generally there are more images in English Wikipedia pages than those of other languages. We firstly use the link information between Wikipedia pages of different languages to find the correspondence between English Wikipedia pages and non-English Wikipedia pages, and then inject images from English pages to corresponding non-English language pages. For the French subtask, we additionally developed a BERT-based model using text and Wikipedia categories of the input article, and text from its incoming links as input text. We took the union of the output of that model and VL-BERT, and filtered out predictions with scores under 0.5.

3 RESULTS AND DISCUSSION
3.1 Main Results
For the final submission, participants were asked to predict the labels for all articles in a given language (target data). The official evaluation was based on a subset of the target data (test data), and participants were not notified which articles in the target data were used as the test data. In addition, a subset of the target data was provided as the leaderboard data, as a guide for system development on the official leaderboard page. The performance is evaluated using micro-averaged F1 score.

Table 1 shows the results on the English subtask. Our three submissions ranked first, second, and third place in terms of F1-score, demonstrating the effectiveness of our approach. The best run among the three submissions was jointrep, which achieved an F1-score of 82.73%. While the systems applying the post-processing step described in Section 2.8 (jointrepPostprocess and jointrepUnionPostprocess) performed better over the leaderboard data, they achieved slightly lower precision on the test data, indicating that post-processing is not effective in general. The ensemble strategy used in jointrepUnionPostprocess slightly improved the recall, but at the expense of precision.

Table 2 shows the results on all 28 languages we participated in. In addition to English, our system also ranked first on Spanish, Italian, and Catalan, despite the substantially simplified method using only images and text. On the other hand, our system performed poorly on languages such as Arabic (ar), Hindi (hi), and Thai (th).

3.2 Discussion
3.2.1 Ablation Study. We performed an ablation study using the official leaderboard set to examine the contribution of the different document representations, as detailed in Table 3. We can see that the model benefits from the combination of embeddings trained with different types of information. The full model improves in both precision and recall compared to the combination of \( e_{BERT} \) with any one of the other individual document representations.

3.2.2 Joint Embeddings vs. Output Ensemble. As our pre-trained document embeddings except for \( e_{KG} \) are trained on the SHINRA2020-ML task itself, the output of individual sub-models can also be used as a direct prediction output. We consider two different ways of integrating these different types of information. One is joint embeddings, which we used for the final submission, i.e., combine the document embeddings as in (1) and train a single classifier to generate the final output. The other is output ensemble.

---

\[ \text{https://www.nlp.ecei.tohoku.ac.jp/projects/AIP-LB/task/shinra2020-ml} \]
### Leaderboard Test (official evaluation)

<table>
<thead>
<tr>
<th>Submission name</th>
<th>P</th>
<th>R</th>
<th>F₁</th>
<th>Rank (official)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours jointrep</td>
<td>75.3</td>
<td>76.4</td>
<td>75.7</td>
<td></td>
</tr>
<tr>
<td>Ours jointrepPostprocess</td>
<td>75.9</td>
<td>77.0</td>
<td>76.3</td>
<td></td>
</tr>
<tr>
<td>Ours jointrepUnionPostprocess</td>
<td>75.4</td>
<td>78.5</td>
<td>76.4</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1:** Results (English) on the leaderboard set and the test set (%). “P”, “R” and “F₁” denote micro-averaged precision, recall and F1 score, respectively. “Best-other” indicates the result of the best official submission other than ours.

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>75.3</td>
<td>76.4</td>
<td>75.7</td>
</tr>
<tr>
<td>Full − eKG</td>
<td>74.8</td>
<td>75.8</td>
<td>75.2</td>
</tr>
<tr>
<td>Full − eVL</td>
<td>74.5</td>
<td>75.5</td>
<td>74.8</td>
</tr>
<tr>
<td>Full − eSS</td>
<td>75.5</td>
<td>77.2</td>
<td>76.0</td>
</tr>
<tr>
<td>Full − eCH</td>
<td>74.4</td>
<td>76.4</td>
<td>75.1</td>
</tr>
<tr>
<td>eBERT ⊕ eKG</td>
<td>70.8</td>
<td>71.3</td>
<td>71.0</td>
</tr>
<tr>
<td>eBERT ⊕ eVL</td>
<td>73.5</td>
<td>74.8</td>
<td>73.9</td>
</tr>
<tr>
<td>eBERT ⊕ eSS</td>
<td>70.5</td>
<td>71.6</td>
<td>70.9</td>
</tr>
<tr>
<td>eBERT ⊕ eCH</td>
<td>74.2</td>
<td>75.2</td>
<td>74.5</td>
</tr>
</tbody>
</table>

**Table 3:** Ablation study using different combinations of document representations. The performance is computed on the leaderboard data using the raw outputs without any post-processing. “Full − eₓ” denotes input representation eₓ being ablated from the input.

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge graph</td>
<td>70.8</td>
<td>71.3</td>
<td>71.0</td>
</tr>
<tr>
<td>Text-image</td>
<td>72.2</td>
<td>72.2</td>
<td>72.2</td>
</tr>
<tr>
<td>Page layout</td>
<td>61.0</td>
<td>61.1</td>
<td>61.0</td>
</tr>
<tr>
<td>Class hierarchy</td>
<td>73.3</td>
<td>75.5</td>
<td>74.0</td>
</tr>
<tr>
<td>Majority voting</td>
<td>73.9</td>
<td>75.8</td>
<td>74.5</td>
</tr>
<tr>
<td>Joint embeddings</td>
<td>75.3</td>
<td>76.4</td>
<td>75.7</td>
</tr>
</tbody>
</table>

**Table 4:** Performance of sub-model outputs and majority voting on the leaderboard data.

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge graph</td>
<td>70.8</td>
<td>71.3</td>
<td>71.0</td>
</tr>
<tr>
<td>Text-image</td>
<td>72.2</td>
<td>72.2</td>
<td>72.2</td>
</tr>
<tr>
<td>Page layout</td>
<td>61.0</td>
<td>61.1</td>
<td>61.0</td>
</tr>
<tr>
<td>Class hierarchy</td>
<td>73.3</td>
<td>75.5</td>
<td>74.0</td>
</tr>
<tr>
<td>Majority voting</td>
<td>73.9</td>
<td>75.8</td>
<td>74.5</td>
</tr>
<tr>
<td>Joint embeddings</td>
<td>75.3</td>
<td>76.4</td>
<td>75.7</td>
</tr>
</tbody>
</table>

**Figure 3:** Distribution of the number of predicted and gold-standard ENE labels in our internal development data.

in which we directly use the output of individual sub-models and employ majority voting to aggregate the outputs. Table 4 shows the results on the leaderboard data. Although majority voting improves over the performance of single models, we observe better performance when the joint embedding strategy is used. Therefore, we decided to adopt joint embeddings approach for our final submissions.

#### 3.2.3 Error Analysis

We performed error analysis on our internal development set. Figure 3 shows the distribution of the number of predicted and gold-standard ENE labels per input document. For both the predicted and gold-standard annotation, most articles are

As eKG is not trained on the SHINRA2020-ML task, we use the final model with the document representation eBERT ⊕ eKG instead.

As we found slight inconsistencies in the training and development splits used for training the sub-models and the final model, we use the intersection of all the development data for error analysis in this section. The size of the dataset is 987 documents.
assigned a single ENE category, and the distributions are almost identical.

Table 5 shows examples of errors from our internal development set. One of the most common types of error is confusion between CONCEPT and other classes. Particularly common is confusion between CONCEPT and a subclass of 1.7.21:Doctrine_Method, as shown in the first row in the table, indicating the difficulty of distinguishing these classes. Another frequent type of error is observed between IGNORED and others. For example, the article of Roman currency is predicted as Currency by our model. However, the article does not correspond to a particular currency but describes the history and general characteristics of Roman currency, and thus it should be categorized as IGNORED.

Some errors seem to reflect the way the training dataset created, i.e., by propagating labels from Japanese articles using inter-language links. For example, Azamino is predicted as Location_-Other while its gold label is City. Actually, the English article of Azamino is very short compared to the Japanese one, and there is no clue as to its city status. In another example, Hiro H1H is described as a 1920s Japanese bomber or reconnaissance biplane flying boat in the English article, while it is just mentioned as a flying boat in its corresponding Japanese article. It seems to be reasonable that the model predicts the additional ENE class of Weapon based on the English article.

There is another type of error that seems to come from page redirects. In the final example, the English article Tailor is predicted to be Position_Vocation. However, the corresponding Japanese article is about 洋裁 (Tailoring), and thus the gold label is CONCEPT. This happens because the English link for Tailoring redirects to the Tailor page. These examples suggest the necessity of taking such inconsistency between articles in different languages into consideration for semi-automated construction of structured knowledge bases.

4 CONCLUSIONS
We participated in 28 out of the 30 subtasks (languages) in the SHINRA2020-ML task, with a primary focus on English. Based on different data modalities associated with Wikipedia pages, our system ranked first on four subtasks including English.

Future work includes further investigation of the results with respect to the contribution of each sub-model, as well as applying our fully integrated model to languages other than English to see whether it generalizes well multilingually.
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