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ABSTRACT
SHINRA2020-ML task aims to classify Wikipedia entities in 30
languages into Extended Named Entity1 based on 920K Japanese
Wikipedia entities with gold-standard entity types. To address this
task, we propose a novel method to extract effective features from
the Wikipedia descriptions. In particular, we use the two types of
features, i.e., text-based and entity-based features, based on state-
of-the-art neural embedding models. As a result, we achieve the
highest micro F1 score in two languages (i.e., French and German)
on the final submission, and competitive results on the other 7
languages.

TEAM NAME
Studio Ousia

SUBTASKS
SHINRA2020-ML (German, French, Arabic, Spanish, Hindi, Italian,
Portuguese, Thai, Chinese)

1 INTRODUCTION
SHINRA2020-ML is a shared task that aims to assign fine-grained
entity types to Wikipedia entities. Entity typing has shown to be
useful for many downstream natural language processing (NLP) ap-
plications such as relation extraction [5] and question answering [2].
In this shared task, participants are required to assign entity types
toWikipedia entities in 30 target languages given 920K entities with
gold-standard entity labels in the source language (i.e., Japanese).
Extended Named Entity (ENE), consisting of 219 entity types, is
adopted as the target entity types. For the detailed description of
the task, please refer to Sekine et al..

In recent years, various studies have been conducted to assign
fine-grained entity types toWikipedia entities using several kinds of
information sources such as the textual descriptions of entities [13],
the contextual words of entity hyperlinks [10], and information
stored in a knowledge graph [14]. Although these information
sources are proven to be useful for this task, the effectiveness of
combining these sources has not yet been well-explored.

In this paper, we propose a novel method that assigns fine-
grained types to entities based on two kinds of effective features ex-
tracted from the Wikipedia descriptions. In particular, the proposed
method is based on one text-based feature and two entity-based
features using the state-of-the-art neural embedding models. These
three features are simply concatenated, and used to address the
task (see Figure 1).

1https://ene-project.info

Figure 1: The model architecture used in our experi-
ments: Text-based features (orange) and entity-based fea-
tures (green) are concatenated and fed into the hidden and
output layer

As a result, we obtain the first place in two languages, i.e., Ger-
man and French, and competitive results in other languages. Fur-
thermore, we find that combining the text-based and the entity-
based features achieves enhanced results than the baseline model
based only on the text-based feature.

2 OUR APPROACH
Our model uses text-based and entity-based features to assign fine-
grained entity types to entities.

2.1 Text-based Features
To compute text-based feature, we use entity descriptions obtained
from the corresponding Wikipedia pages, and simply feed them
into the XLM-RoBERTa model [8], which is a multi-lingual contex-
tualized representations that supports 100 languages, and achieve
state-of-the-art results in various cross-language tasks. We use the
output text representation (i.e., representation corresponding to
the [CLS] input token) as a text-based feature.

NTCIR 15 Conference: Proceedings of the 15th NTCIR Conference on Evaluation of Information Access Technologies, December 8-11, 2020 Tokyo Japan

216

https://ene-project.info


Model name Precision Recall Micro F1
XLM-RoBERTa𝑏𝑎𝑠𝑒 0.713 0.713 0.713

XLM-RoBERTa𝑏𝑎𝑠𝑒 + Wikipedia2Vec 0.724 0.724 0.724
XLM-RoBERTa𝑏𝑎𝑠𝑒 + Wikipedia2Vec + TransE 0.725 0.725 0.725
XLM-RoBERTa𝑏𝑎𝑠𝑒 + Wikipedia2Vec + TransE 0.739 0.741 0.739(+Japanese)

Table 1: Micro F1 scores in German on the leaderboard

2.2 Entity-based Features
Knowledge Base (KB) entities (e.g., Wikipedia), unlike words, pro-
vide unambiguous semantics and can be effectively used as features
of text classification tasks [3, 12].

To compute the entity-based features, we first extract the entities
linked from the Wikipedia descriptions of the target entity. 2 Then,
we obtain the features by computing element-wise average of the
embeddings corresponding to the extracted entities. Regarding the
entity embeddings, we use Wikipedia2Vec [11] and TransE [1].
Wikipedia2Vec is an open-source tool3 for learning the embeddings
of entities using contextual words of hyperlinks and the internal
hyperlink structure in Wikipedia. TransE is a conventional method
for encoding information in a knowledge graph into embeddings.

2.3 Model Architecture
The architecture of our proposed model is shown in Figure 1. We
address this task based on a multi-class text classification model.
As explained above, given an entity and its Wikipedia description,
we first compute the three types of its representations using XLM-
RoBERTa, Wikipedia2Vec, and TransE. We pass the concatenated
representation to a hidden layer and tanh activation, and an output
layer with softmax activation.

Additionally, since our model is based on the classification pre-
dicting a single label, it is impossible to assign multiple entity types
to an entity. This is problematic because entities rarely have mul-
tiple entity types in this shared task. To address this issue, we
introduce a simple heuristic to assign multiple entity types to an
entity based on statistics obtained from the gold-standard labels. In
particular, we first extract entity type pairs that frequently co-occur
in the gold-standard labels. Then, if our model predicts an entity
type contained in one of the extracted pairs, and the logit of the
other entity type in the pair is above a threshold, we also add the
other type to the prediction. We extract the top 10 frequent entity
type pairs shown in Table 2 from the gold-standard labels, and tune
the threshold based on the micro F1 score on the validation set.

3 EXPERIMENTAL SETUP
In this section, we describe our setup adopted in our experiments.

3.1 Data
To train our proposed model, we use the entity descriptions and
their gold-standard entity type annotations provided by the orga-
nizers. To augment the training data, we adopt a simple strategy to

2We use Wikipedia2Vec to extract entities linked from an entity description.
3https://github.com/wikipedia2vec/wikipedia2vec

label pairs num
Ship Weapon 6503

Archaeological_Place_Othe Castle 1428
Company Channel 1200
Line_Other Car 1123

Shopping_Complex Car_Stop 1080
Aircraft Weapon 1034

Vehicle_Other Weapon 586
Water_Route Ship 410

Organization_Other Channel 399
Company Product_Other 353

Table 2: The top 10 frequent label pairs

concatenate the annotated entity descriptions of the target language
and those of the source language (i.e., Japanese).

We create the text-based features based on the textual descrip-
tions of entities in source and target languages. Note that because
the XLM-RoBERTa model is capable of performing cross-lingual
text classification, the performance of the model in the target lan-
guage can be improved by training the model using the textual
descriptions in the source language.

As mentioned in Section 2.2, we use Wikipedia2Vec and TransE
embeddings to create entity-based features. To train theWikipedia2-
Vec embeddings, we use the Wikipedia dump in the target language
provided by the organizers. Furthermore, to compute entity-based
features from an entity description of the source language, we con-
vert the entities in the source language linked from the description
to entities in the target language using the language links obtained
from Wikidata.4

Regarding TransE embeddings, we use pre-trained embedding
based on PyTorch BigGraph [4]. This embedding is trained on
Wikidata.5 We compute entity-based feature based on embeddings
of entities linked from the description.

Due to the limitation of computational resources, we conduct
preliminary experiments to investigate the effectiveness of combin-
ing features only in German. The dataset contains 274,732 German
entities correspond to annotated Japanese entities. We create the
validation set by randomly selecting 3000 from these entities.

4https://dumps.wikimedia.org/wikidatawiki/entities/
5https://github.com/facebookresearch/PyTorch-BigGraph
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3.2 Setup
For Wikipedia2Vec embeddings, we set dim size to 300, and de-
fault values are used for other hyper-parameters. For the XLM-
RoBERTa𝑏𝑎𝑠𝑒 model, we set the maximum word length to 512,
batch size to 64, and dropout rate to 0.1. Also, the number of units
in the hidden layer is 768

We train themodel using AdamWoptimizer [6] with the learning
rate of 2e-5 and a gradient clipping of 1.0. We also employ a learning
rate scheduler that linearly warms up the learning rate from zero
to 500 steps. To reduce the training time and the GPU memory,
we train the model using mixed precision [7]. Our implementation
is built on PyTorch6 and the Transformers library.7 For the final
submission to the shared task, we replace the text-based model
with the XLM-RoBERTa𝑙𝑎𝑟𝑔𝑒 model and change the learning rate
to 1e-05.

4 RESULTS
Table 1 shows the results of our preliminary experiments. The
primary evaluation metric is the micro F1 score in this task. All
scores reported in this paper are obtained using models trained
on the training set and evaluated by submitting our model to the
public leaderboard provided by the organizers.

We observe a significant improvement by combining XLM-RoBE-
RTa and Wikipedia2Vec embeddings, and achieve a micro F1 score
of 0.724. Furthermore, adding TransE embeddings improve the
model slightly, with a micro F1 score of 0.725. We also observe that
augmenting training data using entities in the source language lead
to further improvement of the model, achieving a score of 0.739.

The final results for the shared task are shown in Table 3. Our
model achieves the highest scores of 81.86 in German and 81.01 in
French, and also achieves competitive results in other 7 languages.

Language Micro F1 Rank
Arabic 70.52 3
German 81.86 1

Spanish, Castilian 80.94 2
French 81.01 1
Hindi 69.75 3
Italian 81.21 4

Portuguese 81.40 3
Thai 76.36 3

Chinese 79.76 2
Table 3: Results of final submissions

5 CONCLUSION
In this paper, we propose a method to effectively assign types to
entities based on the text-based features and entity-based features
computed based on the entity descriptions of Wikipedia. We show
that incorporating all of these features results in improved perfor-
mance than a baseline model based only on text-based features. For

6https://pytorch.org/
7https://github.com/huggingface/transformers

the final submission, our model achieves the highest rank in Ger-
man and French with 81.9 and 81.0 micro F1 score and competitive
results in other 7 languages.
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