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ABSTRACT

This paper proposes a dialog summarization method using graph
representation that shows the target discussion structure. Firstly
our proposed method extracts words related to the opinion and po-
sition of each participant based on co-occurrence. Then, LDA (La-
tent Dirichlet Allocation) is applied to classify position and opinion
words, while we determine the number of topics needed for LDA
as its parameter by hierarchical clustering using co-occurrence fre-
quency. Finally, topic phrases as output are generated by using the
dependency structure analysis.
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1 INTRODUCTION

Facing the problem caused by the new coronavirus infection (COVID19),

it is more important for the national and local governments to com-
municate with the residents quickly and appropriately. QALab-
Polilnfo-2[2] performs the tasks (stance classification, dialog sum-
marization, entity linking, and topic detection) to explore the in-
formation technology in these situations. There are already two
existing media of communication between them: one version is-
sued by local governments conveys the contents discussed in the
parliament in an easy-to-understand manner, but it takes time to
publish because it is created manually. The other version quickly
conveys the contents of representative questions and general ques-
tions from members who attended the discussion, but there is room
for improvement in terms of the ease of understanding the agenda
and issues.

In this paper, we propose a way to show an equivalent representa-
tion of the former version by an automated processing of the latter
based on a graph where nodes correspond to the word uttered by
the discussion participants. We assume the proposed graph struc-
ture that shows conflicting opinions and positions in the discus-
sion. In other words, our purpose in this paper is to show the con-
flict points in a discussion. For making the structure, we employ
LDA to identify the words to attention.

2 DISCUSSION STRUCTURE IN DISCUSSION

Our primary strategy for summarizing is not based on text co-
herence of discussion. Our proposed method focuses on express-
ing the differences of word use between its participants. Figure
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1 shows our graph representation of discussion, which we refer
to as discussion structure graph in this paper. In this figure, the
round nodes show the utterances expressed in natural language,
the square nodes show the participants, and each link shows the
relationship between which participant utters a particular word.
As shown in this figure, this discussion has a common topic or sub-
ject, but at the same time has different positions among the partic-
ipants. Specifically, we can distinguish the nodes into two classes
with the adjacency relations among them in this graph represen-
tation: one is the subject or topic of the discussion (gray nodes),
and the other is the participant’s position or opinion (yellow and
green nodes).

Chairman

Figure 1: Argument structure graph

3 DATA

As the preprocessing for summarizing the transcripted data from
the QA Lab-Polilnfo-2 Committee, we divide the data into hier-
archical units that we assume to correspond to written language
units. The largest unit corresponds to the segment that each speaker
argues in the discussion. The next largest unit is regarded as a para-
graph, and the smallest unit corresponds to a sentence in written
language.

In the summarization process, we use two packages of free soft-
ware. One is KHcoder[1], a tool that efficiently performs sophisti-
cated analyses (such as correspondence analysis, cluster analysis,
multidimensional scaling, self-organizing map, co-occurrence net-
work, machine learning) by GUI operation. The other is Mallet[4],
which we use for performing LDA.

As processing by KHcoder, it conducts morphological analysis to
the input data using Chasen[3]. In this process, we exclude the
words shown in Table 1 as stop words.
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Table 1: List of stopword

KHcoder i %4 POS

%4 B W@t DA, AT, Zonl)
i3 B By LV, AEbLwn

& B ] T2, 55,80, 0T
FllFE B POT, e hb, Zhups
o E BB B0V, A, B

45 (JEANL) RFTVIELWY, BV, Wied

4 PROPOSED METHOD

4.1 Discussion structure Graph

Figure 2 shows an example of the exacted discussion structure
graphs from the transcription data. For any time interval of a given
discussion, one can make this kind of graph, where it shows the
words and speakers as nodes and who said the words as links. The
given duration to Figure 2 is a specific day. Each ellipse in Figure
2 shows three structures similar to that shown in Figure 1 that we
assume to represent conflicts among participants in the previous
section.
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Figure 2: An example of exact argument structure graph
from the discussion

4.2 Clustering the words

As explained so far, our proposed method detects topics based on a
graph representation with word nodes. To find topics expressed in
different words in all given data, we conduct word clustering that
might be known as the most fundamental method.

Figure 3 shows a part of the results of a tree of clustering using
the Ward method. In most hierarchical clustering methods, includ-
ing the clustering shown here, the criteria for whether a given
pair is similar or not is estimated using metrics based on the co-
occurrence frequencies in an individual unit of text or discourse.
Word co-occurrence can be a fundamental metric, but we regard
the word similarity based on the raw co-occurrence frequencies
as a rough guideline. In concrete, we use this simple clustering to
estimate the number of topics in the argument. In Figure 4, the
horizontal axis shows the process of integrating the clusters from

169

leaves to the root in the hierarchical tree, and the number of clus-
ters is plotted for each integration until the number of clusters be-
comes one. Since the most massive change in the slope of plots
occurred when the number of clusters was six in Figure 4, we re-
gard that all of the given discussions can consist of six topics. We
set the number of topics specified for LDA to six. (In other words,
from this examination, we assume that six topics in the LDA model
generate the given discussions through 8 days.)

Figure 3: A part of hierarchical clustering tree

15 2.0

Merged levelO Dissimilarityd

10

Figure 4: Hierarchical process of integrating clusters

4.3 Words for each topic

We employ a generative model that assumes a probabilistic mech-
anism of how participants generate their utterances, assuming the
topics to discuss. For the purpose, we use Mallet: a Java-based
package for machine learning applications that can perform statis-
tical natural language processing, document classification, cluster-
ing, topic modeling, etc. Specifically, we estimated that each word
contributes to constructing a certain topic using topic modeling
analysis in Mallet[4], which employs LDA (Latent Dirichlet Allo-
cation).

Table 2 shows the results of LDA. For the number of topics, we used
six, which results from the discussion in the previous section. Us-
ing the word list in Table 2, we extract each participant’s position,
and opinion nodes strongly related to constructing a specific topic
from the discussion structure graph explained in Section 4.1.
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Table 2: Word-topic list acquired with LDA

Topic Number topic words

FAHU KRR WD A KB AR R3¢ S JEA] AT Ah i SR 38 SR e S R XE il R — i Ak
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SR AR R R T AR X R S D FEhE S8R MO M 0 (R iRk 350 IR T iﬂgiﬁ
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4.4 Topic phrase generation

Our output is based on the differences discovery of differences in
each participant’s positions and opinions through the graph struc-
ture analysis and the weighting of words with LDA. Specifically,
we extract the most weighted position or opinion node of each
participant in a discussion structure graph.

For example, consider Figure 5 that is an enlarged graph showing
the words used by one of the participants shown in Figure 2. In
the figure, yellow nodes indicate the words used frequently by this
participant, and there are many words (The more frequently the
words indicated by a node, the larger the node size). Looking up
with Table 2, which is the result of LDA; among these many words,
one can find the word ” BX D #% as the highest weight.

In this way, we focus on the word * H{ D #1#’ of the participant
and extract the participant’s sentence that firstly appears with the
word in the discussion. We generate topic phrases for the target
participant based on the dependency structure of the sentence an-
alyzed with Cabocha[5]. Specifically, we remove the punctuation
and the trailing morphemes in segments of dependency structure
to generate its proper topic phrase. The segment connected by an
arrow has a dependency from the segment to the segment. In the
figure, the segment * HlEEJE 41D’ depends on the segment * B D #H Figure 6: An example of dependency structure of a sentence
A3’ that includes the focused word. With our manually designed with > YD $H &’

scripts that reforms the last segments (removing the postposition

in this case), the topic phrase * fill EEJEIFIDHL D #1 A is generated

as an output.

5 CONCLUSION

This paper proposed extracting topic phrases based on the co-occurrence
graph and finding conflicts of opinions and positions among par-
ticipants. In the proposed method, the graph (we refer to it as
discussion structure graph) generated with the information who
s spoke each word, defines the words that characterize each par-
) n ~ ticipant’s opinion and position based on their adjacent relations.
- : We also conducted a topic analysis with LDA to grasp the broader
topics in all of the given discussion. The essential sentence of each
participant was detected using the results of LDA. In the output
process, the dependency structure was used for the detected essen-
tial sentences, and the opinions and positions of each participant
were generated as topic phrases by the transformation rules that
we created manually.
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