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Real-MedNLP: 
Overview of REAL document-based 

MEDical Natural Language Processing Task



Medical NLP Today

● Medical AI ≒ Medical Image AI

● Why NLP-based AI is not 
popular

○ Medical text data is alway small
■ Privacy Information
■ Language barrier

● Especially, non-English 
medical NLP is rare



Characterics of Our Task

1. To provide High quality data-set
○ Real data (not dummy)
○ Closslingual (not English only)

2. To scope practical 
○ Not only basic technology 

■ Namerd Entity Recognition
○ ready-to-use applications  

■ ADE detection
■ Case Identification

English (EN)

Japanese (JA)



Task & Language

● Two corpora x Three tasks x Two languages



Statistics of participants

Number of 
registered teams: 
19

Overseas: 13*
(China, USA, Switzerland, 
Belgium, Germany  )

Domestic (Japan): 7*

Industry: 10 Academia: 9

Number of 
completed teams: 
9

Overseas: 4*
(China, USA, Switzerland)

Domestic (Japan): 6*

Industry: 6 Academia: 3
*Since one team is composed of two countries, it is double-counted

10 teams 
dropout

● Although 19 teams registered, 9 teams submitted the results
● Balanced participation of international industry and academia



Number of systems developed by each team 
(85 systems by 9 teams)



Subtask 1 & 2



Task Definition = Named Entity Recognition
● Diseases and symptoms <d>
● Anatomical entities <a>
● Features and measurements <f> 
● Change <c>
● Time <timex3>
● Test <t-test/key/val>
● Medicine <m-key/val>
● Remedy <r>
● Clinical Context <cc>

CR <a>, <d>, <t-test/key/val>, 
<m-key/val>, <timex3>

RR <a>, <d>, <t-test>,<timex3>



Subtask 1 – Just 100 Training

Subtask 2 – Guideline Learning

● Provide only 100-200 documents for training
● Standard few/low-resource NER setting

● Provide only the guideline text for human 
annotators

○ 30-40 example sentences annotated
● Can we teach a model as if it is a human?



Evaluation metrics

● Joint factor
○ span 
○ +label 
○ +label+mod 

● Matching policy
○ exact
○ partial

● Frequency factor
○ Not weighted
○ Weighted – decrease the score according as the entity appeared once or more in training data

<X>cancer</X>
<d>cancer</d>

<d mod=”positive”>cancer</d>

… a <X>cancer</X> was found …

Training documents

… cancer …

… 
cancerA correctly predicted 

entity in test data Weighting function



Overview (overall)

RR >> CR RR ~ 0.9 vs. CR ~ 0.7
Radiology reports are written simpler than case reports

JA > EN Japanese results are slightly better, but not a big difference

Partial >> Exact At least ~10 points better in the partial match
→ “Important” parts of documents were still learnable

Normal > Weighted Frequency weighting always decrease the scores

Subtask 1 >> Subtask 2 Fewer training examples impacted



Overview (Subtask1-CR: Just 100 Case Reports)

● In JA, surprisingly, “just a plain BERT” (E1) worked best
● Simple data augmentation may rather decrease the performance

CR-JA CR-EN



Overview (Subtask1-RR: Just 100 Radiology Reports)

● Frequency weighting yielded larger performance drops than CR
○ Dataset contains template phrases more

● Domain-specific BERTs worked better as expected

RR-JA RR-EN



Subtask 2 – Guideline Learning

● Exact match resulted in an expected low score
● Partial match showed promising results

CR-JA

RR-EN

RR-JA



Subtask 3 ADE



Table Slot Filling 

= How likely is this disease 
(symptoms) an ADE?

= How likely did this 
medicine trigger an ADE?

* do not consider ADE-causal relations

For disease/medicine entities, predict the likelihood of 
being/triggering an ADE independently*

3 – Definitely
2 – Probably
1 – Unlikely
0 – Unrelated



Results
● No ADEval=2 in test
● Better entity-level systems 

may not perform better in 
the report level

● How to capture local/global 
context seems important to 
solve this task

○ Classification?
○ NER?

CR-JA

CR-EN



Subtask 3 CI



● Motivation: to recognize clinically similar documents without being 

confused by textual similarity

● Potential application: case retrieval, image-to-text evaluation

An 18mm ground-glass opacity is depicted in the left S1+2. 

CI (Case Identification) = Clustering task

A sub-solid nodule with a diameter of 18mm is seen in the upper left lobe.

A cavitated nodule with a diameter of 18mm is seen in the upper right lobe.

Clinically

similar

Clinically

different

https://radiopaedia.org/cases/minimally-invasive-adenocarcinoma-of-the-lung-1?lang=us
https://radiopaedia.org/cases/cavitating-bronchogenic-carcinoma?lang=us

Cavitated

Ground-glass /
sub-solid

https://radiopaedia.org/cases/minimally-invasive-adenocarcinoma-of-the-lung-1?lang=us
https://radiopaedia.org/cases/cavitating-bronchogenic-carcinoma?lang=us


Evaluation metric: Normalized Mutual Information (NMI)

CI (Case Identification) = Clustering task 

15 cases

(training:test

 = 8:7)

Data: radiology reports by nine 

radiologists

Goal: put the same case 

into the same cluster



● Surprisingly, simple “similar or not similar” classification with BERT 

works best

System ID NMI score Method

D1 0.3569 Bag-of-entity vectors

E1 0.5415 Binary document-pair classification with BERT

F1 0.1744 mBERT encoding + dimensionality reduction + K-means clustering

J1 0.4161 Sentence classifications

J1* 0.4622 Sentence classifications

Results (RR-JA)

NER-based
Document 
representation

Document 
representation

Document representation

Document representation



● System C1 achieved the best score with a pipeline method with 

rule-based approach & K-means clustering

Results (RR-EN)

System ID NMI score Method

C1 0.8721 Heuristic + K-means clustering with SentenceBERT

F1 0.2172 mBERT encoding + dimensionality reduction + K-means clustering

I1 0.7879 Named entity representations with BERT

Rule-based + 
Document 
representation

NER-based

Document 
representation



● NER-based: JA << EN

○ Maybe due to absence of well-organized Japanese medical 

ontology

● Document representation only << Pipeline approach

○ Suggesting importance of macroscopic & microscopic features

Results (Summary)

System ID NMI score Method

C1 0.8721 Heuristic + K-means clustering with SentenceBERT

F1 0.2172 mBERT encoding + dimensionality reduction + K-means clustering

I1 0.7879 Named entity representations with BERT

D1 (RR-JA) 0.3569 Bag-of-entity vectors

Rule-based + 
Document 
representation

NER-based

Document 
representation

NER-based



Conclusions



Conclusion

● RQ: Can we develop MedNLP applications with low resources?

○ YES (partly)

● NER

○ Promising performance for radiology reports (less diverse 
than case reports) even when only annotation guidelines are 
provided 

● ADE

○ Fair, but discrepancy remains between entity- and 
document-level performance

● CI

○ High performance for English corpus: token- to 
document-level features may be needed



Conclusion

We look forward to hearing your presentations!宮先生

The comments on the next task is always welcomed

来年のタスクについてのご意見も歓迎です
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