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1 INTRODUCTION

The goal of the NTCIR-16 QA Lab-Polilnfo-3 task is to develop
real-world complex question answering (QA) techniques using Japan-
ese political information such as local assembly minutes and newslet-
ters. QA Lab-Polilnfo-3 consists of four subtasks: QA Alignment,
Question Answering, Fact Verification, and Budget Argument Min-
ing. In this paper, we present the data used and the results of the
formal run.

TEAM NAME

Task Organizers

SUBTASKS

Overview
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The aim of the Question Answering Lab for Political Information 3
(QA Lab-Polilnfo-3) task of NTCIR-16 is to develop complex real-
world question answering (QA) techniques. In this task, the partic-
ipants extract and summarize the utterances of the National Diet
of Japan and local assembly members, verify the authenticity of
the utterances, and analyze the structure of the discussions.

Fact checking has become increasingly important due to the
growing concern of fake news. In 2017, the International Fact-
Checking Network of the Poynter Institute established April 2 as
International Fact-Checking Day. Fact-checking is difficult for gen-
eral Web search engines because of the “filter bubble” as coined by
Pariser [17], which keeps users away from information that dis-
agrees with their viewpoints.

We suggest using primary sources such as assembly minutes for
fact checking. Japanese assembly minutes are speech transcripts,
which are very long, and it can be difficult to understand the con-
tents at a glance, such as the opinions of the members. New in-
formation access technologies to support user understanding are
expected, which would protect us from fake news.
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Figure 1: Relations between subtasks

We provide a Japanese assembly minutes corpus as the train-
ing and test data, and investigate appropriate evaluation metrics
and methodologies for the structured data as a joint effort of the
participants.

QA using minutes from the Japanese assembly should be able
to:

: Provide an understandable summary of the topic;

: Estimate the scope of each member’s utterance;

: Fact check each member’s utterance;

: Find the evidence for each member’s utterance;

: Link to different language resources; and

: Deal with colloquial Japanese, including dialect and slang.

QU R W DN

In addition to QA techniques, this task will contribute to the
development of semantic representation, context understanding,
information credibility, automated summarization, and dialog sys-
tems.

Figure 1 shows the relations between the subtasks. We have de-
signed several subtasks on political information in NTCIR-14 and
NTCIR-15. NTCIR-16 QA Lab-Polilnfo-3 includes the QA Align-
ment, Question Answering, Fact Verification, and Budget Argu-
ment Mining subtasks. The QA Alignment subtask is an impor-
tant task that is required for the Question Answering subtask and
NTCIR-15 QA Lab-Polilnfo-2’s Dialog Summarization subtask. The
Question Answering subtask is a combinational expansion of the
Dialog Summarization and Topic Detection subtasks in the NTCIR-
15 QA Lab-Polilnfo-2. In the QA Alignment subtask, the goal is to
extract the appropriate range of related topics and the correspon-
dence between questions and responses. The Fact Verification sub-
task is related to the Segmentation subtask in the NTCIR-14 QA
Lab-Polilnfo. The purpose of Fact Verification is to verify the cred-
ibility of political claims using a predefined primary source. The
Budget Argument Mining subtask is related to the Entity Linking
and Stance Classification subtasks. The purpose of Budget Argu-
ment Mining is to identify argumentative components related to a
budget item and then classify these argumentative components on
the basis of their argumentative roles.

2 RELATED WORK

Fake news detection and fact checking have emerged as research
topics of importance. Research on fake news is related to political
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information, question answering, text alignment, fact checking, ar-
gument mining, and more. Here, we provide a brief description of
each of these areas.

2.1 Political Information

Fake news detection and fact checking are often associated with
political information such as public debates and meeting minutes.
Fact checking tasks have been implemented in articles on the 2016
U.S. presidential debate [1]. Although minutes from Japan’s Na-
tional Diet can be collected using Web API (JSON or XML), Japan-
ese local assembly minutes are difficult to access without crawling
and scraping. Thus, a dataset that can be used for research is in
development. The corpus contains minutes from the local assem-
blies of 47 prefectures in Japan from April 2011 to March 2015 [9].
These minutes can be used as primary information as they contain
records of who said what, when, and where.

2.2 Question Answering

The Stanford Question Answering Dataset (SQuAD) 1.0 contains
100,000+ questions posed by crowdworkers on a set of Wikipedia
articles [19]. SQUAD 2.0 combines the existing SQuAD with over
50,000 unanswerable questions written adversarially by crowdwork-
ers to look similar to answerable ones [18]. HotpotQA is a question
answering dataset which contains 113k Wikipedia-based question-
answer pairs, the purpose of which is to facilitate the development
of QA systems capable of performing explainable, multi-hop rea-
soning over diverse natural language [26][15].

2.3 Text Alignment

Chousa et al. formalized the sentence alignment problem as the in-
dependent predictions of spans in the target document from sen-
tences in the source document [5].

2.4 Fake News Detection

Fake news detection is a crucial and socially relevant task. Numer-
ous studies have been conducted on the detection of fake news.
There are also a number of survey papers related to fake news.
Zhou and Zafarani reviewed and evaluated methods for detecting
fake news from four aspects: incorrect statements, writing style,
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propagation patterns, and the credibility of the sources [27]. Os-
hikawa et al. investigated the difference between fake news detec-
tion and other related tasks, and the importance of NLP solutions
for fake news detection [16]. The Fake News Challenge' included
a Stance Detection task for estimating the relative perspective (or
stance) of two pieces of text relative to a topic, claim, or issue. The
organizers of Profiling Fake News Spreaders examined how to de-
tect fake news by profiling authors [20]. Sharma et al. compiled a
list of available datasets around fake news detection and summa-
rized their characteristic features [21].

2.5 Fact Checking

FEVER is a Fact Extraction and VERification Shared dataset which
classifies whether human-written factoid claims could be supported
or refuted using evidence retrieved from Wikipedia [23]. The FEVER
2.0 task was to both build systems to verify factoid claims using
evidence retrieved from Wikipedia and to generate adversarial at-
tacks against other participants’ systems [24]. The CLEF-2018 Fact
Checking Lab conducted Check-worthiness and Factuality tasks
in both English and Arabic, using debates from the 2016 U.S. pres-
idential campaign [1]. CheckThat! addressed the development of
technology capable of spotting check-worthy claims in English po-
litical debates in addition to providing evidence-supported verifi-
cation of Arabic claims [6][2].

2.6 Argument Mining

Research on argument mining has garnered considerable attention
as a logic-based approach to natural language processing (NLP)
to capture the structure of arguments [25][7]. Argument structure
analysis is a typical task in argument mining that assigns labels
(claim, premise) to discourse units of sentences and clauses [10].
Common processes in argument mining analysis include the iden-
tification of argumentative components, clause attributes, and re-
lationships between clauses [11]. IBM Research Al presented “Project
Debater”, an autonomous debating system that can engage in a
competitive debate with humans [22].

2.7 Financial Documents

There has been growing interest in applying NLP techniques to
financial documents. FinNum-2 is a task for fine-grained numeral
understanding in financial social media data [4]. Numeral attach-
ment is a task for identifying the attached target of the numeral.
FinCausal 2020 is a shared task that identifies causality in finan-
cial datasets [13]. Bentabet et al. organized a shared task at the
1st Joint Workshop on Financial Narrative Processing and Multi-
Ling Financial Summarisation (FNP-EFNS 2020) [3]. The aim of the
shared task was to extract a table of contents (TOC) from invest-
ment documents by detecting the document titles and organizing
them hierarchically into a TOC.

3 TASK DESCRIPTION

We designed the QA Alignment, Question Answering, Fact Verifi-
cation, and Budget Argument Mining subtasks. We consider they

Thttp://www.fakenewschallenge.org/
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Table 1: Data used in QA Alignment subtask

Dataset Utterances Year
Train 143,798 | 2011 — 2016
Test Dry run 24,302 2019

Formal run 27,187 2020

include basic technologies of political information systems that en-
sure the credibility of information and perform fact-checking.

For evaluation, we introduced a leader board for each of the sub-
tasks, which were published on the QA Lab-Polilnfo-3 website?, so
that participants could verify their results immediately during the
dry and formal runs. Participants could post their system results
five times a day.

3.1 QA Alignment

3.1.1  Purpose.

The aim of the QA Alignment task is to associate each question
with its answer in the minutes.

The minutes of a Japanese local assembly resemble a transcript.
In a question and answer session, an assembly member asks several
questions at a time, and a prefectural governor or a superintendent
answers the questions. As a result, each question is not directly
associated with its answer in the minutes.

In QA Alignment, the goal is to align member’s question with its
corresponding answer from a governor or superintendent. It acts
as a pre-process for other tasks, such as Summarization and Topic
Detection.

3.1.2  Data.

In this task, we use the minutes of the Tokyo Metropolitan As-
sembly?. The Tokyo Metropolitan Assembly has released a dataset
titled “Main Meeting Net Report,” where utterances in the minutes
are rearranged so that each question corresponds to its answer?.
We consider the correspondence in this net report as the gold stan-
dard.

We prepared the minutes of the Tokyo Metropolitan Assembly
from April 2011 to December 2016 for training data and those of
2019 and 2020 for test data. For a full description of the structure,
see Appendix A.1 section.

Input. 2019 assembly minutes (dry run) and 2020 assembly min-
utes (formal run)

Output. The QAID field of the input data will contain the same
value for the corresponding question and answer.

Data size. See Table 1.

3.1.3  Evaluation.

We evaluate the correspondence following the evaluation in [14].
An example is provided below.

Table 2 shows the questions and answers consisting of 19 corre-
sponding sentences, where the value of QAID represents the corre-
spondence. Here, the correspondence of the correct data and that

Zhttps://poliinfo3.github.io/
3https://www.gikai.metro.tokyo.jp/record/proceedings/ (in Japanese)
4https://www.gikai.metro.tokyo.jp/netreport/archive. html (in Japanese)
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Table 2: An example correspondence between correct data
and system output

AID AID
Sent.  Qor. Q Sent.  Qor. Q
correct output correct output

1 Q 1 1 11 A 0 0
2 Q 1 1 12 A 1

3 Q 1 2 13 A 1 1
4 Q 0 0 14 A 1 2
5 Q 2 3 15 A 0 0
6 Q 2 3 16 A 2 3
7 Q 2 3 17 A 3 3
8 0 3 4 18 A 3 4
9 Q 3 4 19 A 4 5

10 Q 4 5

Table 3: Conversion from Table 2 to alignment

correct output correct output
[Qam=1] 1-12 [QADd=1] 1-12 | [QAID=2] 5-16 [QAID=3] 5-16
1-13 1-13 6-16 6-16
1-14 7-16 7-16
2-12 2-12 5-17
2-13 2-13 6-17
2-14 7-17
3-12 [QaD=3] 8-17
3-13 9-17
3-14 [oaD=2] 3-14 8-18 [pAmD=4] 8-18
9-18 9-18
[QAID=4] 10-19  [QAID=5] 10-19

of the system output are different. In the correct data, there are
four questions; for example, sentences 1, 2, and 3 form one ques-
tion, and the corresponding answers are sentences 12, 13, and 14.
However, in the system output, there are five questions, and the
first question of the correct data is divided into two. To compare
the system output with the correct data, consider alignment as fol-
lows. For example, sentences 1 and 2 and sentences 12 and 13 of
the system output correspond to each other. In this case, there are
four alignments: 1-12, 2-12, 1-13, and 2-13.

The first question in the correct data corresponds to three ques-
tion sentences and three answer sentences for a total of nine align-
ments. Table 3 shows all alignments converted from the correspon-
dence in Table 2. By converting to alignment, we can deal with dif-
ferent QAIDs between the correct data and the system output. In
this case, in Table 2, the QAID of sentences 10 and 19 of the cor-
rect answer data is 4, whereas it is 5 in the system output, but it is
detected as the same 10-19 alignment shown in Table 3.

We evaluated precision, recall, and F-measure on the basis of
this alignment, and we used F-measure in the leader board. In this
example, precision is 78.5% (11/14), recall is 64.7% (11/17), and F-
measure is 71.0%.
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3.1.4 Baseline System.

The baseline method uses rule-based separating and character
n-gram matching. First, the questioner’s utterance and the answer-
ers’ utterances are divided into paragraphs on the basis of the reg-
ular expressions in Table 4 proposed by Kanasaki et al. [8]. Here,
‘Opening’ indicates expressions that appear at the beginning of a
paragraph, and if a sentence matches these regular expressions,
the utterance is split immediately before it. Similarly, ‘Closing’ in-
dicates expressions that appear at the end of a paragraph, and if a
sentence matches, the utterance is split immediately after it. How-
ever, in this division method, a sentence such as “B#Z. A —7
VT = RIZDW TV E $7 (“First, I would like to ask about open
data”) becomes a one-sentence paragraph. If a paragraph consists
of only one sentence and matches ‘Header’, it is merged with the
next paragraph. When answerers answer multiple questions, they
may produce an utterance such as “ =D ZEIZEE 2\
U %97 (“I will answer two questions”). We do not include this
sentence in any paragraph.

Next, we create a correspondence between each paragraph of
the question and the answer. To do this, we consider the similar-
ity between paragraphs and pair those with the highest similarity.
Here, we convert the sentences in a paragraph into a set of charac-
ter unigrams and bigrams and set the size of the intersection as the
similarity. If the question with the highest similarity to the answer
matches the answer with the highest similarity to the question, we
remove them as a pair from the candidates. Repeat this until the
number of pairs does not increase.

3.2 Question Answering

3.2.1 Purpose.

The purpose of the Question Answering task is to answer a
question based on the contents of the minutes. Thus, the goal is
to identify question utterances similar to the input question and
return a summarization of its answer utterances. However, as de-
scribed in Section 3.1, each question is not directly associated with
its answer in the minutes, so participants are permitted to use the
results of the QA Alignment tasks.

In this task, we used Togikaidayori®, a newsletter from the Tokyo
Metropolitan government that summarizes minutes. This task re-
quires short answers, and participants need to summarize the an-
swer utterances. Thus, this task can be considered a successor to
Polilnfo and Polilnfo-2’s Summarization subtasks.

3.2.2 Data.

Input. A question summary from Togikaidayori and its related
information: date, questioner name, and answerer name. We also
gave the participants the Tokyo Metropolitan Assembly Minutes,
and we used 2019 data for the dry run and 2020 data for the formal
run. For a complete description of the structure, see Appendix A.2
section.

Output. A summary of answer utterances in the original min-
utes corresponding to the input question.

Data size. See Table 5.

Shttps://www.gikai.metro.tokyo.jp/newsletter/ (in Japanese)
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Table 4: Regular expressions used to find cue phrases [8]

Pattern Regular expressions
AET AP | AR DIT | M RIZ | RO T | "RBIZ | MED DI
(" EAEAE/ IR E
Opening | [*[*, J+HIZDWTT(FTIHVFT|TIVET) (DTN )
[&DD (F1T) T, ["BAET|"®H UL ST vE
[fBDERIZ (DWT|2E XL T) I
AW A &9, | BFR[N IFLET|BEALSEZI N,
Closing | (Eﬁﬁlfﬁﬁ. | ’:éﬁ)#) ’a’:ﬂi&b)[’\ I*E7,
[(WRDIT|EDTYL & D0 TH),
| +EME OO ET|RTLED),
Header | (*E T | BT | *#IDIT| A RIZ | A IRWVT | MERABIZ | & D D) +ailv [A, 1xF T,
Table 5: Statistics of data for the Question Answering subtask
Speeches Sentences .
Dataset Questi(r))n Answer | Question Answer Summaries Date
Dry run Train 611 1,758 60,979 28,283 2,765 | June 2011 — December 2018
Test 85 260 9,068 4,514 391 | February 2019 — December 2019
Formal run Train 1,465 4,842 150,194 72,128 7,627 September 2001 — December 2019
Test 93 272 9,205 4,697 416 | February 2020 — December 2020

3.2.3 Evaluation.
For this subtask, we conducted automatic evaluation and human
evaluation.

Automatic evaluation. We consider the answer summary in Togikai-

dayori as the gold standard and calculated ROUGE scores [12].
On the leader board, we used the ROUGE-1 F-measure of content
words.

Manual evaluation. Each participant evaluated the results, in-
cluding the other participants’ results as well as summaries from
Togikaidayori, in the following four aspects and gave a grade of A,
B, or C, with A being the highest and C being the lowest.

Correspondence Whether the expression is an answer to a
question or request, regardless of the authenticity of the
content. The focus is on the format of the answer, such as
“Yes / No” for “Do you ... ?” and “Because ..” for “Why ... 2”. If
the question is in the form of a request, determine whether
the text is trying to answer the request appropriately.

Content How much of the output includes the important con-
tent of the answer in the minutes.

Well-formed The correctness of the expressions and gram-
mar.

Overall The appropriateness of the output as a comprehen-
sive and summarized answer to the question, including the
expression, length, content, and grammar.

3.24 Baseline System.

For the baseline system, we extracted the last 40 characters of
the utterances made by the given answerer in response to the given
questioner in the given meeting. We retrieved the characters from
the end of the utterances because the answerers often expressed
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their conclusion at the end, and the number of characters is deter-
mined from the average length of the training dataset for the dry
run (38.95).

3.3 Fact Verification

3.3.1 Purpose.

The Fact Verification subtask is to verify the credibility of po-
litical claims using predefined primary sources. Considering real-
world settings, it would be better to allow participants to access
any external information source. However, collecting the informa-
tion is time consuming, and the main purpose of Fact Verification is
not developing large scale search technologies. Therefore, to focus
on methods for assessing information credibility and identifying
misinformation, we simplify the problem settings. Our subtask is
constructed in three steps. First, we define the documents that are
considered primary sources and provide them in advance. Second,
the participants try to extract sentences relevant to a given claim
from the primary source. Finally, the participants classify the claim
as true or false. When a participant classifies the claim as true, they
are also required to present the extracted sentences for evidence as
well as the classified label.

3.3.2 Data.

Predefined primary source. We use Tokyo Metropolitan Assem-
bly Minutes as the primary source, which is structured data of
meeting transcripts. For a full description of the structure, see Ap-
pendix A.3 section.

Input. For truth claims, we use a set from Togikaidayori®, each of
which contains summaries of specific parts of the Tokyo Metropol-
itan Assembly Minutes given by a human. For misinformation, we

®https://www.gikai.metro.tokyo.jp/newsletter/ (in Japanese)
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Table 6: Statistics of data for the Fact Verification subtask

Dataset Truth | Misinformation
Dry run Train 596 428
Test 166 132
Formal run Train 596 427
Test 226 184

prepared two different instances: wrong metadata and wrong con-
tent. An instance of wrong metadata is a summary in the Togikai-
dayori, in which we falsified the Meeting field so that the sum-
mary reflects what the assembly member said but at a different
meeting. To create instances of wrong content, we used an open-
access language model, GPT-J-6B”. We fed the model an utterance
in the minutes, with a prompt such as “tl;dr:” or “Summary:” pre-
fixed, to generate its summary. Due to the limited capability of the
current model, it outputs either appropriate, factually incorrect, or
ungrammatical summaries. We manually checked the model’s out-
puts and used grammatical summaries that are factually inconsis-
tent with the input as the misinformation (wrong content) claims
for our dataset. Note that we did not manually edit any texts that
the model generated.

Output. In this subtask, participants are required to output three
values. DocumentEntailment label indicates whether the given claim
is true or false. StartinglLine and EndinglLine are a range of sen-
tences extracted for positive classification. If the classification is
negative, participants assign a default value (-1).

Data size. See Table 6.

3.3.3  Evaluation.

We calculate macro-averaged Precision, Recall, and F1 scores.
Suppose that the predicted outputs and corresponding gold stan-
dard are as follows:

StartGS = {startgsi,..,startgsN}
EndGS = {endgsi, ..., endgsn}
LabelGS = {lgs1,....,1gsN'}
StartPRED = {startpreds, ... startpredn}
EndPRED = {endpreds,...,endpredy}
LabelPRED = {lpredy, ... lpredn}.

We calculated the scores using the following equation:

Recall = 1 Z lineoverlap(i)
N & endgs; — startgs; + 1
. lineoverlap(i)
Precision =

1
N Z endpred; — startpred; + 1

i

lineoverlap(i) lineoverlap(i)
Fl=— > Hm , ,
N £ endgs; — startgs; + 1 endpred; — startpred; + 1

where N denotes the number of test data, Hm(a, b) denotes harmonic-

mean of a and b, and lineoverlap(i) denotes the number of pre-
dicted lines in the range between startgs; and endgs;.

https://huggingface.co/EleutherAl/gpt-j-6B
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3.3.4 Baseline System.

The baseline method predicts false for all input claims. We sub-
mitted the result of this method as the TO (task organizer) team in
the formal run.

3.4 Budget Argument Mining

3.4.1  Purpose.

The goal of Budget Argument Mining is to identify argumenta-
tive components related to a budget item and then classify these ar-
gumentative components on the basis of their argumentative roles
when budget information and minutes are given.

One of the major responsibilities of the government is creating
a budget that determines how their funds will be spent consid-
ering income and expenditures. National and local budget delib-
erations are held in the National Diet and local assemblies. The
national budget is drafted by the cabinet and discussed in the Na-
tional Diet before it is officialized. The budgets of local govern-
ments are proposed by the governors or mayors and are discussed
and approved in the assembly. However, most citizens have dif-
ficulty understanding the background of the proposed budget, as
well as the discussions that lead to the final budget.

Budget Argument Mining connects published budget documents
with the discussions included in the meeting minutes. Specifically,
when a budget item (amount, name of competent ministry/depart-
ment, explanation, and others) is given, the politicians’ statements
related to the budget (statements referring to the amount of money)
are identified in the meeting minutes, and an argumentative role
such as Claim, Premise, or Other is assigned.

3.4.2 Data.

Input. The Budget Argument Mining subtask takes Budget In-
formation and Minutes as input. Budget information includes the
“date, “budget item,” “previous year’s budget amount," “current
year’s budget amount,” etc. Minutes are from either the National
Diet or local assembly. The minutes contain information such as
speaker, utterance, monetary expression, related ID that links a
budget item to the relevant argumentative component, and more.
To construct the dataset for this subtask, we automatically identi-
fied argumentative components, which includes the MONEY expres-
sion, using the Japanese NLP library GINZA3.

Output. Participants of this subtask are required to output an ar-
gument class and a relatedID for each argumentative component.
Argument classification is to classify argumentative components
into the following seven argument classes:

(1) Premise : Past and decisions

(2) Premise : Current and future / estimates

(3) Premise : Other

(4) Claim : Opinions, suggestions, and questions

(5) Claim : Other

(6) Not a monetary expression

(7) Other.

RelatedIDs are given to link a budget item to the relevant argu-
mentative component.

Data size. See Table 7.

8https://github.com/megagonlabs/ginza
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Table 7: Number of argumentClasses and relatedIDs

. argumentClass relatedID
National/local - :
Dataset | Year Premise Claim Not Non-
government — Other Total Count
Past | Future | Other | Opinion | Other Money empty
Otaru City 23 84 15 18 0 0 4 144 31 38
2019 | Ibaraki Prefecture 26 30 39 0 0 0 2 147 5 13
Fukuoka City 63 138 40 29 12 3 9 294 211 286
. National Diet 45 92 14 10 0 0 4 165 11 13
Train .
2020 Otaru City 4 55 9 16 0 0 1 85 16 17
Ibaraki Prefecture 21 70 31 3 0 0 4 129 12 12
Fukuoka City 78 103 64 22 11 3 3 284 64 83
SubTotal 260 622 212 98 23 6 27 | 1,248 350 462
Otaru City 43 74 49 9 2 1 12 190 18 20
2019 | Ibaraki Prefecture 3 25 1 0 0 0 34 1 1
Fukuoka City 13 13 1 2 0 3 40 3 3
Test National Diet 11 25 4 21 0 0 4 65 1 1
es
2020 Otaru City 31 53 25 9 0 1 4 123 21 26
Ibaraki Prefecture 2 8 21 0 0 0 3 34 2 2
Fukuoka City 1 20 8 1 0 0 4 34 1 5
SubTotal 101 196 145 42 4 2 30 520 47 58
Total 361 818 357 140 27 8 57 | 1,768 403 520

3.4.3 Dataset.

We used budget information and minutes from the National
Diet, Otaru City, Ibaraki Prefecture, and Fukuoka City. Table 7
presents the number of argumentClasses and relatedIDs. The train-
ing data contained a total of 1,248 money expressions (moneyEx-
pressions), among which 1,083 for the local governments and 165
for the National Diet. The test data contained a total of 520 money
expressions (moneyExpressions), among which 455 for the local
governments and 65 for the National Diet.

3.4.4 Evaluation.

We designed the score of Budget Argument Mining to consider
both argument class labeling (AC) and relatedID linking (RID). The
score is calculated by the following equation:

1

Score =
ISrRiD|

Z {ACC(x,y) x RIDC(x,y)}.

x,yESRID

x and y are the labels given to the same monetary expression of
the system output and the gold standard data, respectively. Sgrp
is a set of monetary expressions in the gold standard data whose
RIDs are not null, as shown in the following equation:

Srip = {yly.RIDs # null}.

ACC indicates whether the AC of a monetary expression is cor-
rect or not, as shown in the following equation:

0 (x.AC #y.AC)

ACC(x,y) = {1 (x.AC = y.AC).

RIDC indicates whether an RID output by the system is included
in the RIDs of the gold standard data or not:

0 (x.RID ¢ y.RIDs)

RIDC(x,y) =
1 (x.RID € y.RIDs).
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3.4.5 Baseline System.

Our baseline system randomly sets argumentClass and relate-
dID for each of the money expressions. For argumentClass, we ran-
domly chose one of the seven classes by uniform selection. For
relatedID, we chose one budget item from the same government
for the same year as when the meeting was held. However, be-
cause many of budget items have no relatedIDs in the training/gold
datasets, we only assign one at a rate of 1/3.

4 SCHEDULE

The NTCIR-16 QA Lab-Polilnfo-3 task has been run following this
timeline:

March 24, 2021: QA Lab-Polilnfo-3 first round table meeting
March 29, 2021: NTCIR-16 kickoff meeting

June 15, 2021: QA Lab-Polilnfo-3 second round table meeting
June 15, 2021: Dataset release

Dry Run

August 10-November 12, 2021: Dry run

November 1-12, 2021: Evaluation by participants (Question An-
swering)

November 15, 2021: Evaluation result release

Formal Run
November 22, 2021: Update of dataset for formal run
November 22-30, 2021: Formal run
November 30, 2021: Task registration due for formal run (not re-
quired for dry run participants)

NTCIR-16 CONFERENCE
December 6-17, 2021: Evaluation by participants
December 18-19, 2021: Evaluation by organizers
December 20, 2021: Evaluation Result Release
February 1, 2021: Task overview paper release (draft)
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Table 8: Active participating teams

Table 10: Number of submissions in formal run

Team Organization Team QAA QA FV BAM Total
10807010 | Tokyo Institute of Technology ditlab 32 (+1) | 22 - - 54 (+1)
AKBL* Toyohashi University of Technology ouc - - - 21 (+4) 21 (+4)
ditlab Denso IT Laboratory AKBL 11 2 8 - 21
Forst* Yokohama National University Forst 11 - 2 (+4) - 13 (+4)
fuys* Fukuoka University nukl - 8 (+1) - - 8 (+1)
Tbrk*f Ibaraki University rVRAIN - - - 7 7
JRIRD* The Japan Research Institute, Limited SMLAB - - - 6 6
nukl* Nagoya University takelab - - - 5 5
ouc* Otaru University of Commerce 10807010 - - 4 - 4
rVRAIN | Universitat Politécnica de Valéncia JRIRD - - - 3 3
SMLAB | National Agriculture and Food Research Organization fuys - - - 1(+1) 1(+1)

The University of Tokyo Ibrk - - - - (+11) - (+11)
takelab Osaka Electro-Communication University Subtotal | 54 (+1) | 32 (+1) | 14 (+4) | 43 (+16) | 143 (+22)
TO* task organizers TO 1 1 1 1 4

*Task organizer(s) are in team Total 55 (+1) | 33 (+1) | 15 (+4) | 44 (+16) | 147 (+22)

*No submissions for formal run (only late submissions)

March 1, 2022: Submission due for participant papers
May 1, 2022: Camera-ready participant paper due
June 14-17, 2022: NTCIR-16 Conference

5 PARTICIPATION

Thirteen teams registered for the task, but only 11 teams partic-
ipated actively, i.e., submitted results for the formal run. Table 8
shows the active participating teams.

Table 9: Number of submissions in dry run

Team | QAA | QA | FV | BAM | Total
AKBL 3 4| 16 - 23
10807010 - -1 10 - 10
rVRAIN - - - 9 9
ditlab 8 - - - 8
oucC - - - 6 6
Forst - - 6 - 6
fuys - - - 5 5
takelab - - - 3 3
nukl - 2 - - 2
Subtotal 11 6| 32 23 72
TO 1 1 1 3 6
Total 12 71 33 26 78

6 SUBMISSIONS

Tables 9 and 10 show the number of submissions for the dry run
and the formal run, respectively. The number in brackets is the
number of late submissions. In the dry run, there were 11 submis-
sions from two teams for QA Alignment, six submissions from two
teams for Question Answering, 32 submissions from three teams
for Fact Verification, and 23 submissions from four teams for Bud-
get Argument Mining. In the formal run, there were 54 submis-
sions (and a late submission) from three teams for QA Alignment,
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32 submissions (and a late submission) from three teams for Ques-
tion Answering, 14 submissions (and four late submissions) from
three teams for Fact Verification, and 43 submissions (and 16 late
submissions) from six teams for Budget Argument Mining. In to-
tal, there were 143 submissions (and 22 late submissions) from 11
teams.

7 RESULTS

Tables 11, 12, 14, and 15 show the automatic evaluation results of
QA Alignment, Question Answering, Fact Verification, and Budget
Argument Mining in the formal run, respectively.

Table 13 shows the human evaluation results of Question An-
swering.

8 OVERVIEW OF PARTICIPANTS’ SYSTEMS

We briefly describe the characteristic aspects of the participating
teams’ systems and their contributions below.

The AKBL team participated in the QA Alignment, Question
Answering, and Fact Verification subtasks. For the QA Alignment
subtask, their method first divides the given question and answer
texts into semantically consistent segments. Then they apply the
Hungarian algorithm with the BM25 similarity metric to align the
segments. For the Question Answering subtask, their system first
selects a short segment relevant to a given question summary from
the answer text and then converts it into the answer summary by
using the abstractive summarizer based on the pre-trained BART.
For the Fact Verification subtask, their most optimal system first
retrieves a passage relevant to a given claim from the assembly
minutes and then checks if the passage supports the claim by using
a BERT-based textual entailment classifier.

The ditlab team participated in the QA Alignment and Question
Answering subtasks. First, they developed a QA Alignment system
that associates each question to its answer by using heuristic rules
to make paragraphs composed of the related sentences. The heuris-
tic rules were optimized for minutes. They prepared four features
for matching. Next, they built a QA system that uses a similarity
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Table 11: Scores of QA Alignment subtask in formal run

ID | Team | F-Measure | Precision | Recall
314 | ditlab 0.8329 0.8703 0.8037
286 | ditlab 0.8324 0.8691 0.8038
281 | ditlab 0.8298 0.8664 0.8005
245 | ditlab 0.8289 0.8651 0.8000
259 | ditlab 0.8289 0.8651 0.8000
282 | ditlab 0.8275 0.8502 0.8096
285 | ditlab 0.8264 0.8650 0.7956
237 | ditlab 0.8224 0.8559 0.7959
227 | ditlab 0.8224 0.8556 0.7961
267 | ditlab 0.8221 0.8562 0.7955
243 | ditlab 0.8219 0.8555 0.7954
242 | ditlab 0.8190 0.8542 0.7913
226 | ditlab 0.8161 0.8476 0.7912
260 | ditlab 0.8156 0.8204 0.8134
221 | ditlab 0.8107 0.8376 0.7903
235 | AKBL 0.8098 0.8000 0.8311
241 | ditlab 0.8074 0.8053 0.8134
236 | AKBL 0.8050 0.8307 0.7858
215 | AKBL 0.8002 0.7780 0.8354
182 | AKBL 0.7931 0.7615 0.8435
180 | AKBL 0.7917 0.7990 0.7903
213 | ditlab 0.7870 0.7970 0.7816
206 | ditlab 0.7857 0.7974 0.7791
204 | ditlab 0.7855 0.7938 0.7820
179 | AKBL 0.7855 0.7927 0.7873
181 | AKBL 0.7826 0.8001 0.7728
178 | AKBL 0.7823 0.7598 0.8175
284 | Forst 0.7753 0.7670 0.7883
294 | AKBL 0.7750 0.8159 0.7450
198 | Forst 0.7746 0.7854 0.7716
197 | Forst 0.7746 0.7854 0.7716
210 | ditlab 0.7718 0.7614 0.7875
283 | Forst 0.7703 0.7615 0.7837
261 | Forst 0.7703 0.7615 0.7837
262 | Forst 0.7699 0.7594 0.7852
290 | Forst 0.7662 0.7803 0.7608
218 | ditlab 0.7649 0.7316 0.8085
199 | ditlab 0.7638 0.7661 0.7659
216 | AKBL 0.7591 0.7587 0.7694
205 | Forst 0.7584 0.7774 0.7484
188 | ditlab 0.7574 0.7567 0.7626
297 | AKBL 0.7548 0.8263 0.7016
220 | Forst 0.7522 0.7680 0.7446
186 | ditlab 0.7343 0.7312 0.7427
184 | ditlab 0.7336 0.7258 0.7473
185 | ditlab 0.7322 0.7244 0.7454
196 | Forst 0.7317 0.7366 0.7340
194 | ditlab 0.6897 0.6646 0.7255
168 | ditlab 0.6859 0.6721 0.7097
169 | ditlab 0.6772 0.6651 0.6985
170 | ditlab 0.6648 0.6191 0.7411
171 | ditlab 0.6370 0.5956 0.7035
167 | TO 0.6166 0.5991 0.6437
173 | ditlab 0.5392 0.4887 0.6250
195 | Forst 0.0000 0.0000 0.0000

measure to find the original question that is similar to the ques-
tion summary. The QA system then identified the answers associ-
ated with the original question using the results of the QA Align-
ment described above. A Text-to-Text Transfer Transformer (T5)
was used to summarize the associated answer.
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The Forst team tackled the QA Alignment and the Fact Veri-
fication subtasks. For the QA Alignment, they used a rule-based
approach using clue expressions to segment statements and us-
ing similarity to map the individual questions and answers. For
the Fact Verification, they used a rule-based approach using word
similarity between one sentence in the minutes and the summary
sentence.

The fuys team assigned argumentClass and relatedID in several
ways. To improve accuracy, they also added a dimension to deter-
mine whether a person is a member of Congress. RelatedID was
assigned using key word extraction with TFIDF.

The Ibrk team participated in the Budget Argument Mining sub-
task and constructed a Bi-directional LSTM-CNNs-CRF model to
predict argument labels and a BERT-based embedding model for
assigning a related ID to each money expression.

The JRIRD team participated in the Budget Argument Mining
subtask and constructed two independent BERT-based classifica-
tion models for the two objectives. Their model for argument clas-
sification (AC) classifies each occurrence of a monetary expression
into one of the seven classes. Their model for the related ID de-
tection (RID) judges the likelihood that the pair of one candidate
budget item and a sentence is valid.

The nukl team applied T5 to generate answer summaries using
two inputs, the answerer’s entire utterance and the answer text
corresponding to the input question. The final output was deter-
mined from the length of the answerer’s utterance.

The OUC team worked on the Budget Argument Mining sub-
task. For argument classification, they performed 7-level classifi-
cation on ArgumentClass using a fine-tuned BERT. To link relate-
dIDs, they used TF-IDF vectorization of documents and cosine sim-
ilarity calculation.

The rVRAIN team tackled the Budget Argument Mining sub-
task, consisting of a combination of classification and information
retrieval subtasks. For argument classification, the team achieved
their most optimal results with a five-class BERT-based cascade
model complemented with handcrafted rules. The rules were used
to determine if the expression was monetary. Then each mone-
tary expression was classified as a premise or conclusion in the
first level of the cascade model. Finally, each premise was classified
into one of the three premise classes, and each conclusion into one
of the two conclusion classes. For information retrieval (i.e., rela-
tion ID detection or RID), their most optimal results were attained
using a combination of a BERT-based binary classifier and the co-
sine similarity of tuples consisting of the monetary expression and
budget BERT embeddings.

The SMLAB team’s model for the Budget Argument Mining
subtask has two inputs, three input sentences and the description
of the target budget. In the subtask, participants have to search for
the budgetID related to the input money expressions. Therefore,
they opted to find the budgetID using cosine similarity based on
BERT vectors.

The takelab’s system for the Budget Argument Mining task uti-
lizes a topic extraction method based on utterance classification.
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Table 12: Scores of Question Answering subtask in formal run (ROUGE scores)

D | Team ROUGE (Recall) ROUGE (F-measure) D | Team ROUGE (Recall) ROUGE (F-measure)
NI [ N2 | R Ni [ N2 | R Ni [ N2 [ R Ni [ N2 [ R
Surface form Surface form
310 | nukl 0.4811 0.2601 0.4277 0.4629 0.2501 | 0.4112 238 | ditlab | 0.4325 | 0.2093 | 0.3801 | 0.4083 | 0.1972 | 0.3588
313 | nukl 0.4826 | 0.2616 | 0.4288 | 0.4631 | 0.2505 | 0.4110 222 | ditlab | 0.4415 | 0.2072 | 0.3832 | 0.4087 | 0.1925 | 0.3548
311 | nukl 0.4778 0.2499 0.4216 0.4571 0.2388 0.4030 240 | ditlab | 0.4243 | 0.1999 | 0.3695 | 0.3979 | 0.1894 | 0.3472
288 | ditlab | 0.4826 0.2556 0.4256 0.4518 0.2364 | 0.3983 246 | ditlab | 0.4259 | 0.1997 | 0.3722 | 0.3970 | 0.1853 | 0.3475
269 | ditlab | 0.4666 0.2443 0.4118 0.4485 0.2341 0.3962 255 | ditlab | 0.4169 | 0.1907 | 0.3630 | 0.3956 | 0.1815 | 0.3453
271 | ditlab | 0.4651 0.2439 0.4106 0.4476 0.2340 0.3955 244 | ditlab | 0.4229 | 0.1910 | 0.3629 | 0.4073 | 0.1862 | 0.3502
270 | ditlab | 0.4641 0.2424 0.4091 0.4461 0.2322 0.3936 190 | AKBL | 0.4529 | 0.2096 | 0.3841 | 0.3850 | 0.1771 | 0.3267
273 | ditlab | 0.4834 | 0.2542 0.4252 0.4500 0.2335 0.3954 228 | ditlab | 0.4448 | 0.1990 | 0.3819 | 0.4042 | 0.1813 | 0.3465
266 | nukl 0.4508 0.2325 0.3988 0.4387 0.2240 0.3877 231 | ditlab | 0.4448 | 0.1990 | 0.3819 | 0.4042 | 0.1813 | 0.3465
304 | nukl 0.4554 | 0.2328 0.4012 0.4348 0.2209 0.3826 256 | ditlab | 0.4207 | 0.1958 | 0.3679 | 0.3958 | 0.1832 | 0.3460
268 | ditlab | 0.4462 0.2235 0.3909 0.4263 0.2119 0.3740 189 | AKBL | 0.3954 | 0.1843 | 0.3455 | 0.3808 | 0.1756 | 0.3325
258 | nukl 0.4190 0.2068 0.3671 0.4225 0.2075 0.3708 223 | ditlab | 0.4224 | 0.1891 | 0.3616 | 0.4006 | 0.1798 | 0.3429
291 | ditlab | 0.4560 0.2289 0.3994 0.4282 0.2112 0.3744 295 | nukl 0.3824 | 0.1561 | 0.3301 | 0.3636 | 0.1472 | 0.3126
253 | nukl 0.4411 0.2192 0.3885 0.4137 0.2016 0.3629 296 | ditlab | 0.3861 | 0.1519 | 0.3296 | 0.3466 | 0.1339 | 0.2948
289 | ditlab | 0.4516 0.2200 0.3935 0.4187 0.2004 0.3648 293 | ditlab | 0.3623 | 0.1255 | 0.3036 | 0.3234 | 0.1106 | 0.2705
225 | ditlab | 0.4339 0.2077 0.3793 0.4117 0.1978 0.3606 166 | TO 0.2628 | 0.0482 | 0.2187 | 0.2422 | 0.0439 | 0.2001
249 | ditlab | 0.4339 0.2077 0.3793 0.4117 0.1978 0.3606
Stem Stem
310 | nukl 0.4883 0.2647 0.4323 0.4702 | 0.2548 | 0.4158 238 | ditlab | 0.4396 | 0.2140 | 0.3847 | 0.4148 | 0.2013 | 0.3628
313 | nukl 0.4897 | 0.2659 | 0.4328 | 0.4703 | 0.2548 0.4151 222 | ditlab | 0.4483 | 0.2111 | 0.3875 | 0.4153 | 0.1960 | 0.3591
311 | nukl 0.4858 0.2547 0.4270 0.4650 0.2438 0.4083 240 | ditlab | 0.4300 | 0.2038 | 0.3738 | 0.4031 | 0.1927 | 0.3510
288 | ditlab | 0.4883 0.2604 0.4298 0.4574 0.2413 0.4025 246 | ditlab | 0.4323 | 0.2036 | 0.3770 | 0.4031 | 0.1888 | 0.3517
269 | ditlab | 0.4732 0.2499 0.4167 0.4548 0.2395 0.4009 255 | ditlab | 0.4232 | 0.1952 | 0.3678 | 0.4015 | 0.1856 | 0.3497
271 | ditlab | 0.4717 0.2494 0.4155 0.4539 0.2393 0.4002 244 | ditlab | 0.4303 | 0.1952 | 0.3664 | 0.4145 | 0.1902 | 0.3537
270 | ditlab | 0.4705 0.2479 0.4139 0.4522 0.2374 | 0.3981 190 | AKBL | 0.4601 | 0.2140 | 0.3880 | 0.3910 | 0.1808 | 0.3301
273 | ditlab | 0.4903 | 0.2600 0.4302 0.4569 0.2391 0.4004 228 | ditlab | 0.4517 | 0.2034 | 0.3867 | 0.4108 | 0.1854 | 0.3514
266 | nukl 0.4566 0.2371 0.4029 0.4447 0.2287 0.3920 231 | ditlab | 0.4517 | 0.2034 | 0.3867 | 0.4108 | 0.1854 | 0.3514
304 | nukl 0.4621 0.2381 0.4065 0.4412 0.2260 0.3877 256 | ditlab | 0.4292 | 0.2011 | 0.3735 | 0.4041 | 0.1880 | 0.3513
268 | ditlab | 0.4526 0.2286 0.3957 0.4327 0.2167 0.3788 189 | AKBL | 0.4010 | 0.1872 | 0.3489 | 0.3867 | 0.1787 | 0.3361
258 | nukl 0.4243 0.2115 0.3712 0.4281 0.2124 0.3753 223 | ditlab | 0.4277 | 0.1922 | 0.3655 | 0.4061 | 0.1827 | 0.3469
291 | ditlab | 0.4619 0.2324 | 0.4032 0.4336 0.2145 0.3782 295 | nukl 0.3890 | 0.1608 | 0.3352 | 0.3700 | 0.1516 | 0.3177
253 | nukl 0.4481 0.2236 0.3928 0.4207 0.2058 0.3671 296 | ditlab | 0.3935 | 0.1553 | 0.3341 | 0.3532 | 0.1368 | 0.2988
289 | ditlab | 0.4567 0.2232 0.3968 0.4235 0.2036 0.3680 293 | ditlab | 0.3697 | 0.1295 | 0.3098 | 0.3298 | 0.1138 | 0.2756
225 | ditlab | 0.4399 0.2119 0.3831 0.4172 0.2016 0.3641 166 | TO 0.2797 | 0.0558 | 0.2324 | 0.2580 | 0.0506 | 0.2126
249 | ditlab | 0.4399 0.2119 0.3831 0.4172 0.2016 0.3641
Content word Content word

310 | nukl 0.3262 | 0.1794 | 0.3188 | 0.3132 | 0.1711 | 0.3062 238 | ditlab | 0.2600 | 0.1337 | 0.2540 | 0.2460 | 0.1264 | 0.2402
313 | nukl 0.3270 | 0.1794 | 0.3196 | 0.3129 0.1709 0.3061 222 | ditlab | 0.2580 | 0.1329 | 0.2509 | 0.2414 | 0.1239 | 0.2347
311 | nukl 0.3193 0.1756 0.3114 0.3051 0.1657 0.2976 240 | ditlab | 0.2499 | 0.1304 | 0.2429 | 0.2359 | 0.1228 | 0.2293
288 | ditlab | 0.3212 0.1765 0.3139 0.3013 0.1639 0.2945 246 | ditlab | 0.2504 | 0.1314 | 0.2462 | 0.2342 | 0.1226 | 0.2304
269 | ditlab | 0.3112 0.1678 0.3028 0.2992 0.1611 0.2909 255 | ditlab | 0.2414 | 0.1238 | 0.2342 | 0.2308 | 0.1183 | 0.2241
271 | ditlab | 0.3104 | 0.1678 0.3020 0.2991 0.1614 | 0.2908 244 | ditlab | 0.2360 | 0.1130 | 0.2284 | 0.2308 | 0.1110 | 0.2237
270 | ditlab | 0.3075 0.1662 0.2991 0.2961 0.1596 0.2878 190 | AKBL | 0.2682 | 0.1404 | 0.2602 | 0.2306 | 0.1204 | 0.2236
273 | ditlab | 0.3127 0.1627 0.3045 0.2891 0.1486 0.2814 228 | ditlab | 0.2476 | 0.1213 | 0.2388 | 0.2293 | 0.1114 | 0.2212
266 | nukl 0.2931 0.1526 0.2845 0.2823 0.1456 0.2740 231 | ditlab | 0.2476 | 0.1213 | 0.2388 | 0.2293 | 0.1114 | 0.2212
304 | nukl 0.2947 0.1590 0.2878 0.2808 0.1502 0.2743 256 | ditlab | 0.2413 | 0.1235 | 0.2346 | 0.2270 | 0.1162 | 0.2205
268 | ditlab | 0.2857 0.1530 0.2774 0.2732 0.1451 0.2650 189 | AKBL | 0.2352 | 0.1222 | 0.2284 | 0.2248 | 0.1160 | 0.2183
258 | nukl 0.2703 0.1409 0.2636 0.2713 0.1394 | 0.2645 223 | ditlab | 0.2314 | 0.1094 | 0.2235 | 0.2229 | 0.1042 | 0.2154
291 | ditlab | 0.2808 0.1460 0.2726 0.2619 0.1351 0.2544 295 | nukl 0.2047 | 0.1042 | 0.2004 | 0.1971 | 0.1007 | 0.1931
253 | nukl 0.2776 0.1432 0.2711 0.2573 0.1300 0.2510 296 | ditlab | 0.1899 | 0.0919 | 0.1867 | 0.1715 | 0.0803 | 0.1681
289 | ditlab | 0.2730 0.1433 0.2665 0.2547 0.1318 0.2484 293 | ditlab | 0.1605 | 0.0769 | 0.1570 | 0.1423 | 0.0674 | 0.1393
225 | ditlab | 0.2616 0.1365 0.2543 0.2499 0.1304 | 0.2430 166 | TO 0.0835 | 0.0357 | 0.0825 | 0.0767 | 0.0330 | 0.0756
249 | ditlab | 0.2616 0.1365 0.2543 0.2499 0.1304 0.2430
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Table 13: Scores of Question Answering subtask in formal run (human evaluation results)

D | Team Correspondence Content Well-formed Overall
A | B C | Score | A B C | Score | A | B C | Score | A B C | Score
Gold 377 | 20 3 774 | 208 | 170 22 586 | 391 8 1 790 | 217 | 164 19 598
310 | nukl 363 | 25 12 751 | 138 | 211 51 487 | 381 | 19 0 781 | 148 | 203 49 499
288 | ditlab | 348 | 33 19 729 | 138 | 200 62 476 | 379 | 17 4 775 | 142 | 200 58 484
269 | ditlab | 346 | 31 23 723 | 129 | 209 62 467 | 384 | 16 0 784 | 136 | 207 57 479
190 | AKBL | 320 | 42 38 682 | 104 | 196 | 100 404 | 381 6 13 768 | 103 | 203 94 409
166 | TO 83 | 77 | 240 243 4 58 | 338 66 99 | 33 | 268 231 4 36 | 360 44
Table 14: Scores of Fact Verification subtask in formal run [5] Katsuki Chousa, Masaaki Nagata, and Masaaki Nishino. 2020. SpanAlign: Sen-
tence Alignment Method based on Cross-Language Span Prediction and ILP. In
D Team F-Measure | Precision | Recall Prnceefimgs of the 2_'8th International Confere.nce on ComputatmnalLm{guzsttcsj In-
ternational Committee on Computational Linguistics, Barcelona, Spain (Online),
232 | AKBL 0.8892 0.8951 | 0.9030 4750-4761. https://doi.org/10.18653/v1/2020.coling-main.418
307 | AKBL 0.8874 0.8930 0.9030 [6] Tamer Elsayed, Preslav Nakov, Alberto Barrén-Cedefio, Maram Hasanain, Reem
306 | AKBL 0.8866 0.8917 0.9030 Suwaileh, Giovanni Da San Martino, and Pepa Atanasova. 2019. Overview of
the CLEF-2019 CheckThat!: Automatic Identification and Verification of Claims.
203 | AKBL 0.8608 0.8668 0.8718 In Experimental IR Meets Multilinguality, Multimodality, and Interaction (LNCS).
202 | AKBL 0.8506 0.8559 0.8610 Lugano, Switzerland.
292 | Forst 0.8389 0.8466 0.8451 [7] James B. Freeman. 2011. Dialectics and the macrostructure of arguments : a theory
201 | AKBL 0.8098 0.8139 0.8238 of argument structure. Technical Report.
[8] Katsumi Kanasaki, Jiawei Yong, Shintaro Kawamura, Shoichi Naitoh, and Kiy-
200 | AKBL 0.8098 0.8139 0.8238 ohiko Shinomiya. 2019. Cue-Phrase-Based Text Segmentation and Optimal Seg-
257 | Forst 0.8040 0.8113 0.8110 ment Concatenation for the NTCIR-14 QA Lab-Polilnfo Task. In NII Conference
272 | 10807010 0.7963 0.8014 0.8329 on Testbeds and Community for Information Access Research. Springer, 85-96.
191 | 10807010 0.7876 0.7984 0.8199 [9] Yasutomo Kimura, Keiichi Takamaru, Takuma Tanaka, Akio Kobayashi, Hiroki
kaji, Y hida, Hok hi M . 2016. i
192 | 10807010 0.7822 0.7899 0.8146 Sakaji, uzu'L'Jc ida, Hokuto Ototake, and S igeru Masuyama 016. Creating
Japanese Political Corpus from Local Assembly Minutes of 47 prefectures. In Pro-
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Table 15: Scores of Budget Argument Mining subtask in for-

mal run

D Team Score AC RID

299 | JRIRD 0.51064 | 0.58269 | 0.61702
302 | JRIRD 0.48936 | 0.56538 | 0.61702
300 | OUC 0.44681 0.57115 | 0.65957
309 | OUC 0.42553 | 0.53846 | 0.65957
263 | OUC 0.42553 | 0.48269 | 0.65957
308 | OUC 0.40426 | 0.56154 | 0.65957
305 | OUC 0.40426 | 0.55769 | 0.65957
303 | JRIRD 0.40426 | 0.54423 | 0.61702
251 | OUC 0.40426 | 0.49038 | 0.65957
252 | OUC 0.40426 | 0.48846 | 0.65957
250 | OUC 0.40426 | 0.49038 | 0.57447
301 | OUC 0.38298 | 0.47500 | 0.65957
277 | OUC 0.38298 | 0.42308 | 0.65957
248 | OUC 0.38298 | 0.49038 | 0.55319
278 | OUC 0.29787 | 0.46154 | 0.65957
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239 | r'VRAIN | 0.17021 0.47885 | 0.21277
287 | r'VRAIN | 0.14894 | 0.47885 | 0.25532
230 | OUC 0.14894 | 0.49038 | 0.17021
177 | OUC 0.12766 | 0.37308 | 0.21277
254 | r'VRAIN | 0.10638 | 0.47885 | 0.17021
234 | OUC 0.08511 0.47500 | 0.17021
233 | OUC 0.08511 0.42308 | 0.17021
219 | OUC 0.08511 0.37308 | 0.17021
211 | OUC 0.08511 0.37308 | 0.17021
212 | OUC 0.08511 0.37308 | 0.14894
176 | rVRAIN | 0.06383 | 0.48462 | 0.21277
187 | rVRAIN | 0.06383 | 0.42692 | 0.21277
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312 | takelab 0.04255 | 0.39423 | 0.06383
280 | takelab 0.04255 | 0.39423 | 0.04255
174 | rVRAIN | 0.00000 | 0.48462 | 0.17021
183 | OUC 0.00000 | 0.37308 | 0.12766
209 | takelab 0.00000 | 0.39423 | 0.00000
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164 | TO 0.00000 | 0.13462 | 0.00000
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A DATA FIELDS AND EXAMPLES

A.1 QA Alignment

A.1.1 Data Fields. The QA Alignment dataset consists of one file.
The minutes data is the same as that of Question Answering with
the following three items added.

QorA Speaker type (Questioner, Answerer, or Other)

QuestionerID Identifier of the questioner

QAID Identifier for questions and answers. The value of QAID
is the same for the corresponding question and answer. In
the test data, the value is -1, and participants will be asked
for this value.

A.1.2 Examples.

Listing 1: Answer sheet for the QA Alignment subtask
L

{"Volume": "2011-2", "Number": "3", "Date":
"2011-06-24", "Title": "E -+ SR EAHER DK
Ju5", "SpeakerPosition": "=+ —&", "SpeakerName": "tH
NOAU", "QuestionSpeaker": "R OA L (REW) ", "
Speaker": "HHFOA L (REHR) ", "Utterance": "HID X
EEIWIZDOWTOZEZZMWET, ", "QorA": "Q", "
QuestionerID": "2011_02_go1", "QAID": 1},

{"Volume": "2011-2", "Number": "3", "Date":
"2011-06-24", "Title": "R+ SIERFHHEAXHRE
JU5", "SpeakerPosition": "Z=-+—&", "SpeakerName": "tH
NOAU", "QuestionSpeaker": "R OA L (REW) ", "
Speaker": "HHNOA L (REWR) ", "Utterance": "IRIZ, R
BOMELT O OFDORFE NI DWTHVET, ", "Qora
": "Q", "QuestionerID": "2011_02_go1", "QAID": 2},

{"Volume": "2011-2", "Number": "3", "Date":
"2011-06-24", "Title": "V -+ =FEHTHHED RHIRE

JUE", "SpeakerPosition": null, "SpeakerName": null, "
QuestionSpeaker": null, "Speaker": null, "Utterance": "[(
HIEARDEKLERITEZE] ", "QorA": "0", "QuestionerID

""" "QAID": 03,

{"Volume": "2011-2", "Number": "3", "Date":
"2011-06-24", "Title": "SR+ EAEREHESSEEE
JU5", "SpeakerPosition": "HIFEARJFHE", "SpeakerName": "
FKIL£FF", "QuestionSpeaker": null, "Speaker": null, "
Utterance": "TTHEBZORFIFHOBEIZDWTTHY £7
B INFECHIE T HEROREIFHEOD & BB 22 M
fh EFER I T E RSB THEN LR EHEEL TS
U725 GHEAR A2 M2 2 2 212 MA F UTLEHEAK
BRIZEDELUTHAERBEELHSONIZR->TEVWD ELE
o ", "QorA": "A", "QuestionerID": "2011_02_g01", "QAID":
2},

]

A.2 Question Answering

A.2.1 Data Fields. The Question Answering dataset consists of
two types of files. The question summary data contains the fol-
lowing items.

ID Identifier of the utterance
Meeting Name of the minutes
Date Date (yyyy-mm-dd)

L T N T N

20
21
22
23

24

25
26

27
28

29
30

168

Headlines Summary of the questioner’s entire utterances. Two
sentences for each questioner regardless of the number of
questions.

SubTopic Subtopic

QuestionSpeaker Questioner’s name

QuestionSummary Summary of the question

AnswerSpeaker Answerer’s name and position

AnswerSummary Summary of the answer (empty in the test
file)

The minutes data contains the following items.

Date Date (yyyy-mm-dd)

Title Name of the minutes

SpeakerPosition Speaker’s position or seat number
SpeakerName Speaker’s name

QuestionSpeaker Questioner’s name and position
Speaker Speaker’s name and position

Utterance Utterance

A.2.2  Examples.

Listing 2: Answer sheet for the Question Answering subtask

L
{"ID": "PoliInfo3-QA-v20210613-331-03-1-001",
"Meeting": "X 304EES 4[nlEMHIL",
"Date": "2018-12-11",
"Headlines": ["HUNBEE /N EEOTEEZ", "$hId
BEEEANDE DO IGIE" ],
"SubTopic": "EEEREL",
"QuestionSpeaker": "/INULIZOZ (FT7—A ) ",
"QuestionSummary": "HINEZE NSRS SEHR B S 5] 0D B
RUIHEHDE EN D MBS E O VERHOAIHZ, ",
"AnswerSpeaker": "HIZ",
"AnswerSummary": "HUIRARIE D FEGIAF R & EHAIH D%
BO7- OB D E W RIE % B, "3},
{"ID": "PoliInfo3-QA-v20210613-331-03-1-002",
"Meeting": "X 304EES 4[RlEMHIL",
"Date": "2018-12-11",
"Headlines": ["HUNBENEBMBEOLEZ", "HE
BEEEAANDE DO IGIE" ],
"SubTopic": "EEEREL",
"QuestionSpeaker": "/INULIZOZ (FTT—A ) ",
"QuestionSummary": "X IR D RGN KR AR H]
Ko BERBADSHOREMIZ, ",
"AnswerSpeaker": "HIZ",
"AnswerSummary": "#HBTEHIOAE, HOFOMER L Fik-
TE A DRGIEES, SeERARTE IS bR~ sk & A, "3,
{"ID": "PoliInfo3-QA-v20210613-331-03-1-003",
"Meeting": "SFRK 304EES 4[nlEMHIL",
"Date": "2018-12-11",
"Headlines": ["HUNBENEBMBEOLEZ", "HE
BEEEANDE DO IGIE" ],
"SubTopic": "X A N—T T HE",
"QuestionSpeaker": "/INULIZOZ (FT7—A ) ",
"QuestionSummary": "EDLIRAEMELETIIEHDRK
WX+ IEEXT, BT RAANTHEENEL B, /it
&io n,
"AnswerSpeaker": "HIF",
"AnswerSummary": "FpHEIEFEN RS CE  EER R,
E OB & % FE ZEUIZ RIS, "),

]
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Listing 3: Minutes for the Question Answering subtask
[

{"volume": "2018-4", "Number": "2"  "Date":
"2018-12-11", "Title": "PE =T ERFAIHE R XHERE 1

7", "SpeakerPosition": "F T HE", "SpeakerName": "/]\
<z,

"QuestionSpeaker": "/NULIZOZ (HRTZ7y—AK) ", "
Speaker": "/NULSIZOZ#7Z7—A ) ",

"Utterance": "BURHNESHENUEIEFZICL D HET 7
— A N DOSHFEHHERE AR L COMNIEROBEE., BEFR
REIZERWZUES, "),

{"Volume": "2018-4", "Number": "2", "Date":
"2018-12-11", "Title": "V = HERFHHERREGE T
i‘:%'", "SpeakerPosition": "HIZH", "SpeakerName": "/NHE
a1,

"QuestionSpeaker": "/NUIZOZ (HETZ7—A ) ", "
Speaker": "HIHE",

"Utterance": "fAXD T 1 7 AR AWML U F U /- FiRA
BEHERE2OLAY— UTRESE T KA X257
REHEUVTESESETEVD T, "),

{"Volume": "2018-4", "Number": "2", "Date":
"2018-12-11", "Title": " =+4EREFTAH R DML

7NB", "SpeakerPosition": "KIZE", "SpeakerName": "/NifE

"QuestionSpeaker": "/NUIZOZ(HBTZ77—A ) ", "
Speaker": "HIZH"
"Utterance":

T, "3,
=

YRR R E DRI OWT T D

A.3 Fact Verification

A.3.1 Data Fields. The Fact Verification dataset consists of two
types of files. The input claim contains the following items.

ID Number that uniquely identifies the claim

Prefecture Meeting location

Date Date of the meeting

Meeting Title of the meeting

Speaker Speaker name of the utterance

UtteranceSummary Summary of the utterance

UtteranceType Type of utterance (question or answer)

ContextSummary Summary of entire dialog before and after
the utterance

ContextWord Topic word related to the utterance

RelatedUtteranceSummary Another utterance related to the
utterance. Example: When "UtteranceType" is "answer", "Re-
latedUtteranceSummary" is a summary of the question from
which the answer was based.

Startingline Target value of the task. "Line" of the prede-

"

fined primary source corresponding to "UtteranceSummary".

This field is -1 when "DocumentEntailment” is false.
EndinglLine Target value of the task. "Line" of the predefined
primary source corresponding to "UtteranceSummary". This
field is -1 when "DocumentEntailment” is false.
DocumentEntailment Target value of the task (whether or not
the claim is credible)

The predefined primary source contains the following items.

ID Identification code

® N g A W N e
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Line Line number
Prefecture Prefecture name
Volume Volume

Number Number

Year Year

Month Month

Day Date

Title Title

Speaker Speaker
Utterance Utterance

A.3.2  Examples.

Listing 4: Answer sheet for the Fact Verification subtask

L

{
"ID": "00002",

"Prefecture": "HLIGAR",

"Date": "23-9-28"

"Meeting": "SRR 234E_5 3 [EHIE",

"Speaker": "KIH",

"UtteranceSummary": "EARDHIH & U TRV EHKIZ
VB G EBER TRERAIRIREZL2ES L2 HAE
AT THEPLIITH U TR EROARL 2RO 4> T
HoWizwn, ",

"UtteranceType": "answer",

"ContextSummary" : "FUETREXHRIZ — A THL D #led, AR
—Y O THELOBZML 2",

"ContextWord": "HINEANDES",

"RelatedUtteranceSummary": "KIZFAAD 72N X, ",

"StartinglLine": 8275,

"EndinglLine": 8283,

"DocumentEntailment": false

Listing 5: Minutes for the Fact Verification subtask

{"ID":"130001_230928_828", "Line":8274, "Prefecture": " &
AR, "Volume" : "SR 234E_%8 3 [\]", "Number":"2", "Year
":23,"Month":9, "Day":28,"Title": "k 234E_% 3 [RIEHI =
(B 125)", "speaker" : " IEARR", "Utterance" : "#d R d &
FIFHEORRBEMIzBEZVELET, "I,

{"ID":"130001_230928_829", "Line":8275, "Prefecture": "B
A", "Volume" : "SERK 234E_%8 3 (A", "Number":"2", "Year
":23,"Month":9, "Day":28,"Title": "k 234E_% 3 IEH| =
(BB 125)", "speaker" : "G FE AKHR", "Utterance" : " £ T, B
WEANDEEIZIAD NI DOWTTH b 375 FHRHK
ADOR R EEOBAM O TRLEXRL, BEIZENR Z
WARZEHLSBFTED T, "I,

{"ID":"130001_230928_830", "Line":8276, "Prefecture": "
TR, "volume" : "SRk 234F_28 3 [m]", "Number": "2", "Year
":23,"Month":9, "Day":28,"Title": " 234E_55 3 [AE 4
(5 125)", "Speaker" : "FFIEAKAR", "Utterance": "F NP X
VHINREIE, ETM & D PR AKRESL 2 S OEIH,
L, AR DR & B E xSRIz 2 Tl Ml Z
ERRDLENTED 3, "3,

]
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A.4 Budget Argument Mining

A.4.1 Data Fields. The Budget Argument Mining dataset consists
of two types of files. The budget file contains the following items.

budgetId Identifier of the budget

budgetTitle Budget title

typesOfAccount Type of account (general or special)
department Name of competent ministry/department
url URL

budgetItem Budget item

categories Top Hierarchy, Category (Details — Overview)
budget Current year’s budget

budgetLastYear Previous year’s budget
description

budgetDifference Comparative increase or decrease

The meeting minutes file includes the following items.

date Date
localGovernmentCode Local government code (6 digits)
localGovernmentName Local government name
proceedingTitle Proceeding title
url URL
proceeding Speakers and their comments
L speakerPosition Position
- speaker Speaker
- utterance Speech
- moneyExpressions Money expression included in the
statement
- moneyExpression Money expression
- relatedID Related budget IDs, list type (can store mul-
tiple IDs)
- argumentClass Argument labels

A.4.2  Examples.

Listing 6: Minutes for the Budget Argument Mining subtask

"local": [

{
"date": "2019-02-15",
"localGovernmentCode" : "491 307",
"localGovernmentName": &[] Hi"

"proceedingTitle": ":-h 31513?@,1 mEFSEE L H)

A,
"url": "
"proceeding": [
{
"speakerPosition": "THE",
"speaker": "B EaE—H",

"utterance": "7z72\WE FRRIZAD FUZESEK 29
PRZDOWTIREOBE ZHANZ L E T, \
n 9. PERZOVWTIHHNAZLET, \
n SO ERBEIL, — A 201 1% 9,399 F D&M, K551
2EF111E 6095 M DB, BHEREF 338 4625 M DB, &
At 346f% 4705 DEME R>THH £T,
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ZDERNFIE, EHMETHREE L LT 90fF 7,012
THOEN, D55 ik HZE 37/& 4005 M DB, A
HTFAGEREAHFEZE 294 3,200 5 DB, Z DIFH. EMBT
FUAADBENNZAE S BB RBERMNE 7 (% 6,8157 M DB
CelhoTHhEd, ... 20EFIPO—MEREVWEZLELT
FAGERER OB DD UIZED K BERBEOHEE2RET S
7O DBE, N EREBBEEZDO T W2 RO L 72DFEZD
% T 2720 DR, B O F %, O AN ZF TN
HEBARORE R OEEEZIT D 2O DFHE 2 2 iH V-
LTEDET, \nALTHBHZKRDLD 9, LA L H%HE
EBEVWLET, ",

"moneyExpressions”: [

"moneyExpression": "201{& 9,399 /5",
"relatedID": null,
"argumentClass": "Premise : A (FRAELARE)-

SR
},
{
"moneyExpression": "111{& 609/7H",
"relatedID": null,
"argumentClass": "Premise : A (FAAELAKE)-
SRR
},
{
"moneyExpression": "29{& 3,200/5M",
"relatedID": [
"ID-2019-401307-00-000099"
] ’
"argumentClass": "Premise : A (FRAELARE)-
SR
},
{
"moneyExpression": " 7 & 6,815/ ",
"relatedID": [
"ID-2019-401307-00-000031"
] ’
"argumentClass": "Premise : A (FRAELARE)-
R
}’
]
}’
]
}?
] ’
"diet": [
{
"issueID": "120105261X02520200608",
"imageKind": "RiHEK",

"searchObject": @,

"session": 201,

"nameOfHouse": "Zimbi",

"nameOfMeeting": "FTHEER",

"issue": u% 25%11 ,

"date": "2020-06-08",

"closing": null,

"speechRecord": [

{

"speechID": "120105261X02520200608_002",
"speechOrder": 2,
"speaker": "FRAEKHR",
"speakerYomi": "HED7=AH D",
"speakerGroup": "HHRE-HiTEOX",
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"speakerPosition": "KL - R RFREd4E Y K
B (Bt v,

"speakerRole": null,

"speech": "OMKEEBKE S 4EESE kA
EFEOREIZDEE LT BHIARBITBWTH LA
eIATHY LI, TREBELTOWMEREBHNT S
2720 MO THBHZ SETWEEE T, \r\n I
B FEOMECDOWTHU EFET, \r\n AHHIEF
BIZOZ LTI BETEZ+—ATE=ZFNEM DN
BMZEITS>ZLEUTEVET . ZONRE LT Fiflaon
F 7 A ARG N SRR & U C | JE R B B < D
ARLEIRBREICWTHEHIEM, .. \r\n BLE SR
FEEE PHEFEDO KBEIZDOWTHEEZ STV E
F U7, \r\n & Z HIFEHED £ EOLITHER V-7 &

FTEOBHVWEHRL ETET, ",
"startPage": 1,
"createTime": "2020-06-23 20:41:47",

"updateTime": "2020-06-24 10:24:07",
"speechURL": "https://kokkai.ndl.go. jp/#/detail
minId=120105261X02520200608&spkNum=2&single",
"moneyExpressions": [
{
"moneyExpression": "=+—JILTH =+ MUME

FIH”Y
"relatedID": null,
"argumentClass": "Premise : A (BIFELARE)-
EEH
}’
{
"moneyExpression": "PUTFHEH -+ SLEM",
"relatedID": [
"R2-MHLW-BUDGET-02-FIXED-000018"
],
"argumentClass": "Premise : A (FRAELARE)-
E E“

})

3
] ’
"meetingURL": "https://kokkai.ndl.go.jp/#/detail?
minId=120105261X02520200608" ,

"pdfURL": "https://kokkai.ndl.go. jp/#/detailPDF?
minId=120105261X02520200608"
}’

]

}

Listing 7: Budget information for the Budget Argument
Mining subtask

"local": {

"401307": [

"budgetId": "ID-2019-401307-00-000031",
"pudgetTitle": "SEREK 3 1 FEfE LY FHE",
"url": "https://www.city.fukuoka.lg.jp/data/
open/cnt/3/67165/1/@5.H31juuyousesaku. pdf
720190308134622",
"budgetItem":

w2 N

ZLDUTEAE TSNS EREED <
D n ,
"budget": "97,173,470TF",

17
18

20
21
22
23

24
25
26
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"categories": [],

"typesOfAccount”: null,

"department": "Z ¥&RKEH",

"budgetLastYear": null,

"description": " HAMIT BEF =— XTI T B
7= REFTOFa P RO, 3T BRI RF HIEOLHE
FIZB 5 2B RZIF ANDRER ELHERTFIEIZLD
. 3,000 N5 DIRE DT M Z TR T B, F 72, BRI TERE
WIS 5720 KH - EEIZB I 2 REEPEERE R, 75
TOEMEERFET 5 —MFEL» D FHAL Y 2L CEmMT
5L HIT IR T ORIEIHIC B 2 A4 EE % —RHIZ LR
B 2WRRBRIET 1 7 7 HEOFERHR AVREAICS T
LR T T IROE TN ZIT ANDILKRIZ & b Skk7
REV—CADAREEZK L, EPVIREEFIZDOWTIE, HEF
BEDBILIZ L BB —ADEE VR 2 HE 2 REW
REEDORELZ1TS., 5 RBHREOEMNII LN BE
RIRE LFEE MR T 570 BIERE L ORI 572> ThHb
e D EMNFE 2T FEEFEMT 5L &I, EHEM
DIRE TITx T B FKE PR 72 1R PSR FE D T2 70
\ TTNERE AT O LI HE B EG L2 M 5, HDOE T RE
EHD 1 C TAHEED 72D D> AT I RS 1k D 7z &b D
OB ANICET LERHOYKEITS L & HIT RBFHHEITH
IS AT HHREFZHM U S E2TO KA XEFXE
Bl EERMT 2R ABEOBEOME M LE2HS, F7z,
P 20194E 10H 1 HOEZ B L TV A IHEEE-RED
IEALHZ D WTIE E OB Z B E 2 GETNCHRT 5, &
B FZE D0 RDOHEED < b ORISR D ER T B
ZEb T B 72, IR A O N BB R A4 RS A,
FrEWRORRERB REREZMGE L CET 22 2512,
T RVEHERE A2 RIS U B E D) 5720, Hir Vi
HMREIZEUZEBHORZ RS 5, EiRH» o DX
BRHOmbEHN 5720, KXOTHE CHRAFTELEL VX
—IZBVWTHRKHEIEHE L CTUHERE» S FETCHMETD
TNHOBRNEEZIT ERFIHORBRANDOXBEDOAE %
X272 fEHPHE D IC & BERT 7THRED, BBV N—
TREFHEEZFEMT 5 & & 12, 5] St &, BIPERTE O BRI
L BARPVBREANDRF M % FEMT 57 & F TR
HEAWAMAT L, T2 FEHELED RN T SRR
TR B R O R E N IR R B SR 2 & ke L C SRS
%, XS AEEMHEBKE Y X —I2B VT AERPRE IZH
FTHEMBRMRITIG U B & &I R HEICBE T B EL
WHIEE D BIEF I D M, O D BKREOEFDOLRE L
M ED77H BNXERMNERELZLAT LI L HIZ.0ED
BERELEL Y X —COREHKCANTIE T 0T 7 LEKE
HERXFERU RECEHICH T 2 XBICIOME, 200
D & DRIIHEF O L% 1T 5 D VIHGE B
HEIZDOWTIE, D VHIEE O ZBOIF 1 THE X L HR-
BRIk L CHL D D, T TITh 0 2 RIFINEAE ORI
B B720. 8 3 TEBEEERC, WER Y BEEEF L OX
ARG T 2 2 2B, REO FEEET YZHE DR
Felfa Mt €02 EET 2, Drfdske LT mH 1~7
HETW~Z2 3L BEPFEHHEM " L. FEE B2 Ny
T T T BB O KBRS E A M, ",

"pbudgetDifference": null

}7

"budgetId": "ID-2019-401307-00-000099" ,

"pudgetTitle": "k 3 1 AERE LUK THRE",

"url": "https://www.city.fukuoka.lg.jp/data/
open/cnt/3/67165/1/@5.H31juuyousesaku. pdf
720190308134622",

"pudgetItem": " NKEFEfH",

"budget": "23,362,000T-F",

"categories": [],
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"typesOfAccount": null,

"department": "JEIK FIKERE",

"budgetLastYear": null,

"description": " NAGEY — VR % MG IZEE L
57 FR R Y TG IG5 B E R O BT
ZEEMAE UC GHEICE D T, - BnixzEd 7z
TRZKHEAD 0 77 > 20261 ()T L D, 5] SHi S KWK Z
D B, H 12 KA LKA D\ T, AR DNER D FR K 5 %
AL UL7ZTLA Y R—=T 5 V12 & b  RERDOFE T ALfER D
fEm Az, AR EIHIESOBEA D H#ED L, X o2, HEH
EERBRIRT 572D OEAFMEH O E(LICE D M, T2 8
7272 B0 < DO 7 ik DEEAiG, A TS DO KB R 2
D= D DEHAN FAEDRE (i) 7 &V ER- Ky 75 ML
PRI DB % GHEIRNIZHELE LU B THERE O[] FIZ D 5, il
AT EFROEMAMA %X 5 /-, FAMEKIZ & % EAEKF
FHEHAET 2 & &Iz, FARGREREMLRIZ OEA % 1%
Us & U FAERBET L F — O3 IR EL D M

"budgetDifference": null

1
] -
}7
"diet": [
"pbudgetId": "R2-MHLW-BUDGET-Q2-FIXED-000018",
"pudgetTitle": "4l 2 ERE B4 EEE IRFILE
TR (E) O,

"url": "https://www.mhlw.go.jp/wp/yosan/yosan/20
hosei/dl/20hosei@3.pdf",

"pudgetItem": "O Je FHA*E B E DHRANILT ",

"budget": " 7,7 1 7THEM",

"categories": [

"(1)EM%ESZ-DDLE",

"3 AT EDRARMIE A ZILUD T
6%?3321%"
"typesOfAccount": null,

"department": "JEAFEE",

"budgetLastYear": null,

"description": "¥FEL T A )L AJEYUAE D RSB
TIORETLHIHETLALET L5720, 4 A1 HEABRIZBR X
N5 EERHIR P OKREIZOWT, 9 A £ CEMFAZIK
SOHEEER%Z 8,330 M225 15,000 M F CRFINIZE &
LB, AR RES 27 WHUNEZED IR Z 10/1012
gl & B RN E O HECRET 5, 72, AN
2482 NBARGIO @A R O R 715+ & Ot ARGl O
FEEIZE O EAFARBRESEOBORE LLEX S, ",

"budgetDifference": null

}7
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Table 16: Scores of Question Answering subtask in dry run
(ROUGE scores)

D | Team ROUGE (Recall) ROUGE (F-measure)
NI [ N2 | R NI | N2 | R
Surface form

105 | nukl 0.4591 | 0.2423 | 0.4048 | 0.4361 | 0.2261 | 0.3835

100 | AKBL | 0.4475 0.2169 0.3838 0.3958 0.1898 0.3401
78 | AKBL | 0.4669 | 0.2215 0.3983 0.3878 0.1834 0.3313
95 | nukl 0.4240 0.1910 0.3657 0.4002 0.1786 0.3452
76 | AKBL | 0.4645 0.2196 0.3960 0.3842 0.1812 0.3278
77 | AKBL | 0.4057 0.1897 0.3455 0.2772 0.1172 0.2328
42 | TO 0.2668 0.0555 0.2224 0.2516 0.0518 0.2084

Stem

105 | nukl 0.4637 | 0.2462 | 0.4091 | 0.4399 | 0.2295 | 0.3872

100 | AKBL | 0.4554 0.2231 0.3906 0.4020 0.1951 0.3457
78 | AKBL | 0.4741 | 0.2282 0.4045 0.3939 0.1889 0.3366
95 | nukl 0.4294 0.1967 0.3695 0.4051 0.1837 0.3486
76 | AKBL | 0.4726 0.2267 0.4031 0.3906 0.1869 0.3336
77 | AKBL | 0.4219 0.2057 0.3618 0.2886 0.1273 0.2436
42 | TO 0.2811 0.0634 0.2351 0.2652 0.0591 0.2202

Content word

105 | nukl 0.3063 | 0.1615 | 0.3003 | 0.2861 | 0.1479 | 0.2803

100 | AKBL | 0.2759 0.1450 0.2682 0.2416 0.1263 0.2351
78 | AKBL | 0.2840 0.1559 0.2772 0.2336 0.1278 0.2280
95 | nukl 0.2448 0.1179 0.2390 0.2311 0.1111 0.2253
76 | AKBL | 0.2809 0.1519 0.2750 0.2306 0.1248 0.2257
77 | AKBL | 0.2784 0.1580 0.2708 0.1797 0.0982 0.1746
42 | TO 0.0916 0.0435 0.0899 0.0879 0.0415 0.0861

Table 17: Scores of QA Alignment subtask in dry run

ID | Team | F-Measure | Precision | Recall
89 | AKBL 0.8202 0.8268 0.8186
117 | AKBL 0.8193 0.8269 0.8165
59 | AKBL 0.8076 0.8137 0.8074
156 | ditlab 0.7614 0.7488 0.7815
151 | ditlab 0.7597 0.7599 0.7667
160 | ditlab 0.7579 0.7462 0.7793
159 | ditlab 0.7576 0.7462 0.7782
155 | ditlab 0.7516 0.7516 0.7586
150 | ditlab 0.7452 0.7463 0.7512
127 | ditlab 0.7332 0.7309 0.7427
149 | ditlab 0.7112 0.7166 0.7136
34 | TO 0.6652 0.6526 0.6857

B RESULTS OF DRY RUN

Tables 16, 17, 19, and 20 show the automatic evaluation results of
Question Answering, QA Alignment, Fact Verification, and Budget
Argument Mining subtasks in the dry run, respectively. Table 18
shows the human evaluation results of Question Answering in the
dry run. Because the test data and/or metrics of Fact Verification
and Budget Argument Mining were revised during the dry run, we
separated the results by period.
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Table 18: Scores of Question Answering subtask in dry run (human evaluation results)

D | T Correspondence Content Well-formed Overall
M AT B[ C[Score | A B C | Score | A | B | C | Score | A | B C | Score
Gold 139 9 2 287 | 71 | 74 5 216 | 143 6 1 292 | 85 | 62 3 232

105 | nukl 113 | 24 | 13 250 | 42 | 70 38 154 | 137 9 4 283 | 51 | 64 35 166
100 | AKBL | 101 | 17 | 32 219 | 43 | 52 55 138 | 137 8 5 282 | 49 | 47 54 145

42 | TO 50 | 28 | 72 128 2|37 | 111 41 32 | 28 | 90 92 7 | 28 | 115 42
Table 19: Scores of Fact Verification subtask in dry run Table 20: Scores of Budget Argument Mining subtask in dry
run
D [ Team [ F-Measure [ Precision [ Recall
November 17, 2021 D [ Team [ Score [ AC [ RID

161 | 10807010 0.8209 0.8321 0.8417 October 27, 2021
162 | 10807010 0.8067 0.8187 0.8256 154 | fuys 0.1277 | 0.5692 0.1702
157 | AKBL 0.7912 0.7947 0.8012 128 | fuys 0.1277 | 0.5365 0.1702
158 | AKBL 0.7909 0.7947 0.8006 111 | OUC 0.1277 | 0.3731 | 0.2128

August 8, 2021 112 | rVRAIN 0.0638 0.4846 | 0.2128
129 | AKBL 0.8809 0.8764 0.8854 163 | OUC 0.0000 | 0.3731 0.0000
124 | AKBL 0.8809 0.8764 0.8854 131 | takelab 0.0000 0.3346 0.0000
119 | AKBL 0.8700 0.8648 0.8752 130 | takelab 0.0000 | 0.3673 0.0000
147 | AKBL 0.8677 0.8612 0.8743 126 | rVRAIN 0.0000 0.4846 0.1702
146 | AKBL 0.8650 0.8615 0.8686 125 | takelab 0.0000 | 0.3404 | 0.0213
132 | AKBL 0.8650 0.8615 0.8686 123 | OUC 0.0000 0.3731 0.1277
148 | AKBL 0.8523 0.8462 0.8584 116 | fuys 0.0000 | 0.5365 0.0000
118 | AKBL 0.8318 0.8258 0.8378 109 | rVRAIN 0.0000 0.4846 0.0000
113 | 10807010 0.8221 0.8187 0.8256 108 | TO 0.0000 | 0.1346 | 0.0000
144 | 10807010 0.8210 0.8187 0.8232 July 28, 2021
122 | 10807010 0.8210 0.8187 0.8232 98 | fuys 0.5058 - -
114 | 10807010 0.8140 0.8038 0.8245 104 | rVRAIN | 0.4462 - -

83 | AKBL 0.8095 0.8053 0.8137 101 | rVRAIN | 0.4462 - -
110 | 10807010 0.8094 0.8050 0.8139 87 | r'VRAIN | 0.3981 - -
145 | 10807010 0.8084 0.8129 0.8040 86 | rVRAIN | 0.3865 - -
120 | Forst 0.8046 0.8002 0.8091 93 | fuys 0.3596 - -

84 | AKBL 0.8035 0.7912 0.8162 90 | OUC 0.3269 - -

94 | Forst 0.8025 0.7951 0.8101 80 | rVRAIN | 0.2519 - -

96 | Forst 0.8003 0.7781 0.8238 92 | OUC 0.1308 - -
107 | 10807010 0.7978 0.7825 0.8137 29 | TO 0.0981 - -

97 | Forst 0.7926 0.7728 0.8134 28 | TO 0.0250 - -

88 | Forst 0.7609 0.7370 0.7863 91 | OUC 0.0077 - -

85 | AKBL 0.7590 0.7511 0.7671 82 | rVRAIN 0.0058 - -

65 | AKBL 0.7477 0.7506 0.7448

81 | Forst 0.6789 0.6785 0.6793
106 | 10807010 0.4430 0.4430 0.4430

41 | TO 0.4430 0.4430 0.4430

79 | AKBL 0.4187 0.4166 0.4209

June 13, 2021
23 | AKBL [ 0.8143 0.8141 0.8144
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C RESULTS OF LATE SUBMISSIONS Table 21: Scores of late submissions in QA Alignment sub-

Although the deadline was November 30, we accepted submissions task

until March 10 for the same dataset as that used in the formal run.
They were treated as late submissions. Tables 21, 22, 23, and 24
show the automatic evaluation results of the late submissions of

ID | Team | F-Measure | Precision | Recall
333 | ditlab 0.8348 0.8739 0.8045

QA Alignmel?t,‘Question Answering, Fact Verification, and Budget Table 22: Scores of late submissions in Question Answering
Argument Mining subtasks, respectively. subtask (ROUGE scores)
ROUGE (Recall) ROUGE (F-measure)
| Team T8z | X NI | Nz | R

Surface form
316 | nukl [ 0.4601 [ 0.2290 [ 0.4030 [ 0.4378 | 0.2178 | 0.3826
Stem
316 [ nukl [ 0.4689 [ 0.2341 [ 0.4090 [ 0.4464 [ 0.2228 [ 0.3885
Content word
316 [ nukl [ 0.2906 [ 0.1607 [ 0.2846 [ 0.2787 [ 0.1520 [ 0.2726

Table 23: Scores of late submissions in Fact Verification sub-

task
ID | Team | F-Measure | Precision | Recall
341 | Forst 0.8563 0.8591 0.8642
339 | Forst 0.7980 0.7989 0.8065
340 | Forst 0.7970 0.7964 0.8058
338 | Forst 0.6857 0.6864 0.6925

Table 24: Scores of late submissions in Budget Argument
Mining subtask

ID | Team | Score AC RID

320 | OUC | 0.3830 | 0.4346 | 0.6596
319 | OUC | 0.3617 | 0.4212 | 0.6596
318 | OUC | 0.3617 | 0.5058 | 0.6596
321 | fuys 0.2340 | 0.5365 | 0.3404
337 | Ibrk 0.0000 | 0.3731 | 0.0000
336 | Ibrk 0.0000 | 0.3577 | 0.0000
335 | Ibrk 0.0000 | 0.3577 | 0.0000
334 | Ibrk 0.0000 | 0.3577 | 0.0000
332 | Ibrk 0.0000 | 0.3462 | 0.0000
331 | Ibrk 0.0000 | 0.3154 | 0.0000
330 | Ibrk 0.0000 | 0.3385 | 0.0000
329 | Ibrk 0.0000 | 0.3462 | 0.0000
328 | Ibrk 0.0000 | 0.3654 | 0.0000
327 | Ibrk 0.0000 | 0.0654 | 0.0000
326 | Ibrk 0.0000 | 0.0654 | 0.0000
317 | OUC | 0.0000 | 0.5058 | 0.0000

174



