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ABSTRACT
The AMI team participated in subtasks 1 and 2 of the NTCIR-16
Real-MedNLP Task. In this paper, we report our systems employed
for subtasks 1 and 2. In subtask 1, the organizer provides a small
amount of training data. In recent years, the approach based on
BERT has achieved excellent results for such a low-resource sit-
uation. We construct two systems based on the BERT model pre-
trained on biomedical documents (UTH-BERT). We construct the
ensemble method with hidden vectors from multiple layers of
UTH-BERT and the fine-tuning method with the CRF layer. In
subtask 2, participants construct their methods based on the an-
notation guideline. We construct a multistage method to identify
named entities. The system consists of three stages: a candidate ex-
traction stage, an identification stage, and a tag correction stage.
We discuss the effectiveness of our systems on the basis of our
preliminary experiments and the results in the formal run.
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1 INTRODUCTION
The AMI team participated in subtasks 1 and 2 of the NTCIR-16
Real-MedNLP Task [16]. Participants of these subtasks construct
named entity recognition (NER) systems. Participants of subtask
1 utilize a small annotated corpus to construct their systems. Par-
ticipants of subtask 2 utilize the annotation guideline containing
a handful of example sentences. In this paper, we report our ap-
proach to the subtasks.

1.1 Subtask 1
Participants of subtask 1 construct supervised methods based on
the provided dataset. However, since the dataset is small, it is in-
sufficient for machine learning methods. Therefore, participants
should construct high-performance systemswith supervised learn-
ing with few resources.

In recent years, the approach based on language models pre-
trained on unlabeled data has achieved excellent results for low-
resource situations. Devlin et al. [3] proposed a BERT model pre-
trained on a large amount of unlabeled data showed excellent per-
formance in various NLP tasks. There are two approaches based on

the BERT model: the feature-based approach and the fine-tuning
approach. Themethods employing the feature-based approach uti-
lize hidden vectors of the BERT model as a feature that repre-
sents input tokens. Devlin et al. used concatenations of the vec-
tors from the last four hidden layers as features for an NER task.
The methods based on the fine-tuning approach utilize the BERT
model with one additional output layer for a downstream task. The
output layer converts the size of the hidden vector to the number
of NE classes. The output layer and the BERTmodel are fine-tuned
on training data of downstream tasks. In the NER task, the model
identifies the NE class label for each input token. Furthermore, the
BERT model pretrained on the same domain as the downstream
task often achieves higher performance. Beltagy et al. [1] and Lee
et al. [8] constructed BERTmodels pretrained on the English biomed-
ical domain corpus. They fine-tuned the BERTmodel on the dataset
of biomedical downstream tasks. The fine-tuned BERTmodels showed
excellent performance in various biomedical tasks. Kawazoe et al.
[5] constructed BERT model pretrained on the Japanese biomedi-
cal domain corpus, named UTH-BERT. They fine-tuned the BERT
model on the dataset of a Japanese biomedical text classification
task [15] and obtained high performance. We also construct our
methods on the basis of UTH-BERT.

In this research, we propose two methods based on UTH-BERT.
One is an ensemble method based on UTH-BERT. Although Devlin
et al. utilized the last four hidden layers for the NER task, it is not
clear howmany BERT hidden layers should be used in this task for
good performance. Therefore, we, first construct models utilizing
the last N layers of UTH-BERT with N = 1, 2, 3, 4. Here, unlike the
feature-based approach of Devlin et al., each model is trained on
the dataset of this task. Then, we propose ensemble methods with
the four UTH-BERT models. The other method is a UTH-based
method considering tag sequences. We utilize the CRF [7] layer
in addition to the UTH-BERT model. In related works [1, 3, 5, 8],
the BERT model and an output layer were trained on downstream
tasks. In addition, it has been reported that the CRF layer improves
the performance of the BERT model in the NER task [12]. More-
over, the models with the CRF layer achieved high performance in
biomedical NER tasks [10]. Therefore, we construct the UTH-BERT
model with the CRF layer to consider tag sequences.

1.2 Subtask 2
The participants of subtask 2 construct methods based on the an-
notation guideline for the construction of the subtask 1 dataset.
The guideline contains descriptions for the annotation of each tag
and a handful of sample sentences. It also encourages annotators to
refer to external sources of knowledge such as disease name dictio-
naries to identify NEs. Therefore, the annotators learn the surfaces
of NEs and the syntactic patterns before and after NEs on the basis
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of external knowledge and the sample sentences, which are used
to annotate NEs.

The participants of subtask 2 simulate the training of human
annotators. Recently, machine learning approaches have achieved
high performance. However, since no training data is given in this
task, it is difficult to obtain high performance by a machine learn-
ing method. Therefore, a method based on external knowledge and
handcrafted rules based on the surfaces of NEs and syntactic pat-
terns is important for this task. As one example of an external
source of knowledge, the guideline introduces the Manbyo dictio-
nary1, which contains approximately 380,000 disease names. How-
ever, since the extraction targets of NE classes are not only disease
names, the coverage of the NEs is insufficient2. Therefore, we need
to use other dictionaries and an augment method. In addition, the
surfaces of NEs and syntactic patterns are important features. For
example, surface information such as prefixes and suffixes plays
an important role in estimating the type and features of a chemi-
cal. The syntactic patterns of combinations of numerical and unit
expressions are also important keys to identifying medicine names
and their prescribed amounts. However, since the the number of
sample sentences in the guideline is small, we construct and aug-
ment the patterns to identify NEs. After the identification of NE
tags for each token, the guideline contains some rules to merge
continuous tags into one tag. For example, continuous <a> and
<d> tags are often merged into the <d> tag. In the phrase “brain
metastatis”, although “brain” is an anatomical part (<a> tag) and
“metastatis” is a disease name (<d> tag), “brain metastatis” is an-
notated as a <d> tag entity. Therefore, we should construct rules
to merge continuous NEs.

In our system, we apply a multistage method to identify NEs.
First, ourmethod extracts candidate words from documents. In this
stage, for the extraction, we apply the rules based on the surfaces
and parts of speech of words. Additionally, we incorporate a ma-
chine learning method in this stage. Second, we apply identifica-
tion methods for the candidate words. In this stage, we calculate
NE scores for which we utilize syntactic pattern matching with
regular expressions, dictionaries, and a similarity score based on
word embeddings obtained with fasttext [2]. To solve the prob-
lem of insufficient coverage of the dictionaries, we apply an aug-
mentationmethod.We augment the dictionaries with an unlabeled
biomedical corpus using a bootstrap method [4]. Then, our system
identifies the NEs from the calculated scores in the second stage.
Finally, we apply merging rules for the continuous words identi-
fied as NEs.

2 METHODS
In this section, we describe our methods for subtasks 1 and 2 in
detail.

2.1 Subtask 1
We construct the methods based on UTH-BERT. We describe the
ensemble and fine-tuning methods in Sections 2.1.1 and 2.1.2, re-
spectively. In both methods, we utilize UTH-BERT and a tokenizer
1https://sociocom.naist.jp/manbyou-dic/
2We investigated the coverage of the NEs in the sample sentences in the guideline.
The coverages are <d> = 44%, <a> = 13%, <m-key> = 7%, and <t-key> and <t-test> =
0%.

UTH-BERT

Input tokens

[ℎ11] [ℎ9;ℎ10;ℎ11;ℎ12]

Softmax

Ensemble (average)

Label sequence

UTH-BERT

[ℎ11;ℎ12]

Softmax

UTH-BERT

Softmax

Figure 1: Overview of the ensemble method based on
UTH-BERT.

published on theweb3. Themodel consists of 12 transformer layers
[14] and the hidden layer size is 768.

2.1.1 EnsembleMethod. In the ensemblemethod, we train amodel
consisting of an output layer and BERT layers byminimizing cross-
entropy. In a typical approach, the output layer converts the hidden
vector from the last layer of BERT to logits. In our system, we con-
struct models utilizing the last N layers of UTH-BERT with N = 1,
2, 3, 4. Then, we ensemble UTH-BERT models. In our preliminary
experiment, we evaluate which combinations of the four models
are effective for NER on the NTCIR-16 dataset. We confirm that
the ensemble of the models with N=1, 2, 4 is most effective. There-
fore, we construct the ensemblemodel with N=1, 2, 4 for the formal
run.

Figure. 1 shows an overview of our ensemblemethod. In this fig-
ure, 𝒉 is a hidden vector from BERT. For instance, 𝒉11 represents
the hidden vector from the 11th layer. To obtain hidden vectors,
we use UTH-BERT consisting of 12 transformer layers. As the en-
semble method, we simply apply probability averaging.

To train the output layer and BERT, we use the Transformer
learning schedule [14]. We also use the Adam optimizer [11] and
set 𝛽1 = 0.9, 𝛽2 = 0.999, and 𝜖 = 10−7.

2.1.2 Fine-Tuning Method. We fine-tune UTH-BERT with a CRF
layer. Figure. 2 shows an overview of the method. We input the
outputs of UTH-BERT for each token into the CRF layer. The CRF
layer calculates the probability of input sequence 𝑦 = 𝑦1, 𝑦2, ..., 𝑦𝑛
as

𝑃 = (𝑒1, 𝑒2, ..., 𝑒𝑛)𝑇 , (1)

𝑠 (X, y) =
𝑛∑
𝑖=1

𝐴𝑦𝑖 ,𝑦𝑖+1 +
𝑛∑
𝑖=1

𝑃𝑖,𝑦𝑖 , (2)

𝑝 (y|X) =
exp(𝑠 (X, y))∑

ỹ∈YX exp(𝑠 (X, ỹ)) , (3)

where YX is the set of all possible tag sequences and 𝐴𝑖, 𝑗 is the
transition score from the 𝑖th tag to the 𝑗th tag. The CRF layer out-
puts a tag sequence y∗ that maximizes the score calculated as

y∗ = arg max
ỹ∈YX

𝑠 (X, ỹ). (4)

3https://ai-health.m.u-tokyo.ac.jp/home/research/UTH-BERT
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Figure 2: Overview of the fine-tuning method based on
UTH-BERT.
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Figure 3: Outline of the guideline-based method.

For the NER task, we use the loss function

𝐿𝑜𝑠𝑠𝑁𝐸𝑅 = 𝑙𝑜𝑔(𝑝 (y|X)) = s(X, y) − log(
∑
ỹ∈YX

exp(s(X, ỹ))) . (5)

We use pytorch-crf4 for the implementation. To train the model,
we utilize the RAdam optimizer [9] with a learning rate of 0.001,
𝛽1 = 0.9, 𝛽2 = 0.999, and 𝜖 = 10−7. The batch size is 30. We utilize
IOB2 tags [13] for the training. After the training, we modify the
transition weight of the CRF layer to prevent the transition from
O tags to I tags.

2.2 Subtask2
Figure. 3 shows the outline of our method, which consists of three
stages: extraction, identification, and correction. We describe the
extraction stage in Section 2.2.1, the identification stage in Section
2.2.2, and the correction stage in Section 2.2.3.

2.2.1 Extraction. In this section, we describe the extraction stage
(stage 1 in Fig. 3). Figure. 4 shows the flow of this stage. We apply
an extraction method based on the tag predicted from UTH-BERT
and a part-of-speech tag of each word to extract candidate words.
In the extractionmethod based on the tag predicted fromUTH-BERT,
4https://pytorch-crf.readthedocs.io/en/stable/

Input words

Morph analysis
UTH-BERT

SOFTMAX

Candidate words

Label sequence

Words predicted as NEs

is noun

Figure 4: Flow of stage 1.

first, UTH-BERT predicts tags for the input sequence. Then we ex-
tract the words predicted as NEs as the candidate NEs. We fine-
tuned UTH-BERT on the sample sentences in the guideline. In the
extraction method based on a part-of-speech tag of each word, we
extract nouns as candidates NEs. We utilize the MeCab analyzer
[6] with biomedical domain dictionaries namely Manbyo dictio-
nary, Hyakuyaku5, and comeJisyo6. We describe these dictionaries
in the next section.

2.2.2 Identification. In this section, we describe the stage 2 in Fig.
3. In this stage, we decide theNE tag for the candidatewords. To de-
cide the entity tag, we calculate the entity scores for the candidate
words. Then, we decide the entity tag of the words by the highest
calculated score. We score candidate words using three methods.
Note that we add scores using the scoring table shown in Table 1
in each method.

In the first method, we use the label obtained from UTH-BERT.
We add the softmax score of each label from UTH-BERT model for
candidate words.

In the second method, we add scores using dictionaries. We reg-
ister the vocabularies of three dictionaries (Manbyo, Hyakuyaku,
and comeJisyo) in userdict of MeCab. Then, we add scores by refer-
ring to which the dictionaries register candidate words. Note that
we set different scores for each dictionary. In addition, we use sim-
ilar words obtained with similar word embeddings, because some
words are not contained in dictionaries owing to spelling inconsis-
tencies. To obtain similar words, we use the embeddings obtained
with fasttext. We use cosine similarity as the similarity metric. We
regard the top-five words as similar words. We add different scores
depending on the registered dictionary based on the scoring table
shown in Table 2 similarly to the case of target recognition words.

5https://sociocom.naist.jp/hyakuyaku-dic/
6https://ja.osdn.net/projects/comedic/
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Figure 5: Flow of bootstrap method.

To train fasttext, we use iCorpus and our internal medical domain
text corpus7.

For disease entity recognition, we use Manbyo, in which symp-
toms and frequency information are registered. For medicine name
entity recognition, we use Hyakuyaku, in which medicine names
are registered. In addition, we use comeJisyo, in which medical
terms are registered, to narrow down entity candidates to disease,
body, and test entities. These dictionaries are not often effective
for specific entities. In Manbyo, the coverage of disease entities is
high, but that of other entities is low. For comeJisyo, categories of
medical terms such as diseases, medicines, and tests are not regis-
tered, so we can not determine the category of medical terms reg-
istered in this dictionary. Therefore, we augment the vocabulary
by a bootstrap method to determine entities of words excluding
medicine names.

Figure. 5 shows the bootstrap method used for vocabulary aug-
mentation. First, we extract the entity words in the guideline sen-
tences and use the word list as a seed list. Then, we form a word-
based trigram by tokenizing text using the dictionaries. We make
patterns by extracting the text including words in the seed list and
removing words from the patterns. We also record the positions
of the removed words to consider the order of words. We extract
substrings using the patterns in the corpus. Then, we extract the
expressions for the positions of the removedwords in the extracted
substrings. For each extracted expression, we calculate cosine sim-
ilarity scores between the fasttext embedding of the extracted ex-
pression and the fasttext embeddings of each word in the vocabu-
lary. We regard the sum of the scores as the score for the extracted
expressions. To update the vocabulary, we add the extracted words
with the top 1,000 scores to the vocabulary. We iterate the process
until the score becomes smaller than the threshold or the number
of updates exceeds a specific value. We add vocabularies in each
entity category by choosing words from the augmented vocabular-
ies manually. In this system, we utilize iCorpus for the text corpus
and augment the <t-key> vocabulary.

In the third method, we use regular expressions to add scores.
To construct regular expressions, we use vocabularies obtained by
the bootstrap method, the sample sentences in the guideline, and

7This corpus contains approximately 2GB of medical texts.

Table 1: Scoring table for the candidate words.

scoring table Candidate word

Tag BERT Regular
Expression

Dictionary
Manbyo Hyakuyaku comeJisyo

a 10 1 0 0 0
d 10 100 100 0 1

m-key 10 100 0 100 1
m-val 10 100 0 0 0
t-key 10 100 0 0 1
t-test 10 100 0 0 1
t-val 10 100 0 0 0
timex3 10 100 0 0 0

Table 2: Similar words scoring table for the candidate words.

Scoring table Similar word

Tag Regular
expression

Dictionary
Manbyo Hyakuyaku comeJisyo

a 10 0 0 1
d 10 1 0 1

m-key 10 0 1 1
m-val 10 0 0 0
t-key 10 0 0 1
t-test 10 0 0 1
t-val 10 0 0 0
timex3 10 0 0 0

the sentences in iCorpus and a website8. When a candidate word
matches any regular expression, we add the scores for the can-
didate word. We also use similar words to the candidate word to
match regular expressions.We show the number of regular expres-
sions in Table 3.

We determine the entity of a candidate word by calculating the
highest total score among the three methods.

Table 3: Numbers of regular expressions.

Tag Number
a 355
d 3

m-key 7915
m-val 16
t-key 179
t-test 10
t-val 104
timex3 9

2.2.3 Correction. In this section we discuss stage 3 in Fig. 3. Fig-
ure. 6 shows the flow of this stage. To regard series of candidate
words as one NE, candidate words are merged in this stage. In ad-
dition, we re-identify NEs and identify attributes. Candidate words
are merged to obtain candidate phrases if a series of candidate
words exist in one clause. We regard a candidate word as a can-
didate phrase if that word only exists in one clause. The NE of
a candidate phrase is identified by considering NEs composed of
8mhlw.go.jp/file/06-Seisakujouhou-10800000-Iseikyoku/0000209868.pdf
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Table 4: Correspondence between attributes of Real-
MedNLP and iCorpus NEs.

Real-MedNLP iCorpus
d_negative judge_Negative
d_positive judge_Positive

d_suspicious judge_Suspicious
{t-test,m-key}_executed executed_Done
{t-test,m-key}_negated executed_Didnot
{t-test,m-key}_scheduled executed_Scheduled

Table 5: Numbers of regular expressions for tag attributes.

Tag Attribute Number

d
negative 19
positive 93

suspicious 89

{t-test, m-key}
executed 234
negated 72
scheduled 52

Table 6: Correspondence between attributes of Real-
MedNLP and ginza NEs.

Real-MedNLP ginza
timex3_age Age

timex3_date Period_Year, Period_Month
Period_Week, Period_Day,Date

timex3_duration Period_Time
timex3_time Time

candidate words. Normally, the NE of a candidate phrase is the
same as last of those composed of candidate words. When a phrase
contains a numerical expression, we identify the NE of the phrase
by pattern matching.

Next, we identify attributes of a candidate phrase. We identify
the phrases that have <d>, <t-test>, or <m-key> tags to use pat-
terns of iCorpus NEs. iCorpus NEs have very similar patterns to

the attributes of Real-MedNLP NEs. Table. 4 shows the correspon-
dence. The attributes of <d>, <t-test>, or <m-key> tags are not
identified for the expression of a candidate phrase, but for clue ex-
pressions existing before and after the phrase. On the other hand,
entities in iCorpus are identified for the expression of the candi-
date phrase. In fact, expressions of phrases with an iCorpus NE do
not correspond to those with <d>, <t-test>, or <m-key> tags, but
to clue expressions existing before and after the phrase. We use
vocabularies obtained by iCorpus’s expressions with correspond-
ing entities. We show the numbers of regular expressions in Table
5. The expressions existing before and after the phrase matches
regular expression, we identify the attributes of that phrase.

The phrases with the <timex3> tag are identified by using the
ginza NER. The ginza NER has a very similar pattern to the at-
tributes of the <timex3> tag. Table. 6 shows the correspondence.
Unlike in the case of using iCorpus, the expressions of phrases with
ginza’s entities correspond to those with the <timex3> tag. We
carry out ginza NER analysis for the candidate phrase and iden-
tify its attributes based on the result of the ginza NER. Using this
process, we obtain the classification target phrase and identify its
entity.

3 EXPERIMENTS
In this section, we describe experiments performed to evaluate our
systems. In Section 3.1, we describe our preliminary experiment
before the formal run. In the preliminary experiment, for subtask 1,
we split the given development dataset into a training dataset and
an evaluation dataset. For subtask 2, we create a small evaluation
dataset to evaluate our systems. In Section 3.2.2, we describe the
results of our systems in the formal run.

3.1 Evaluation on Development Data
3.1.1 UTH-BERT-Based Methods for Subtask 1. We evaluated our
systems based onUTH-BERT (ensemble and fine-tuning approaches).
for the evaluation dataset, we used given data from CR and RR
tasks. We divided the data into training 90% and evaluation 10%
datasets. The training dataset contained 134 CR documents and 65
RR documents. The evaluation dataset contained 14 CR documents
and seven RR documents. We report precision, the recall and the
F1-measure. Table 7 shows the results of our systems on the evalu-
ation dataset. The ensemble method outperformed the fine-tuning
method in terms of the F1-measures of the a, d, t-test, and t-val
tags in the CR and RR evaluation datasets. This result suggests
that vectors from multiple hidden layers are useful for identify-
ing these NEs. As future work, we can analyze the model more
deeply by analyzing the relationship between the utilized layer
and the NE class in which the layer is effective for estimation. The
fine-tuning method outperformed the ensemble method in terms
of the F1-measures of the m-key and t-val tags in the CR evalua-
tion dataset. The fine-tuning method utilized the CRF layer. In the
NER with UTH-BERT, the CRF layer is useful for considering the
sequence to identify NEs consisting of many tokens. The average
number of tokens of the m-key and m-val entities tokenized with
the UTH-BERT tokenizer in the evaluation dataset was larger than
that of other tags. Therefore, UTH-BERT with the CRF layer ap-
pears to be useful for identifying these NEs.
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Table 7: Evaluation results of proposed methods for subtask 1 on development data. Owing to the small amount of evaluation
data, the results of some tags were extremely high or low. Bold values indicate the better of the results of the ensemble and
fine-tuning methods.

Methods Tag CR-JA RR-JA
P R F1 P R F1

Ensemble

a 69.32 70 69.61 100 100 100
d 80.6 81.0 80.8 88.24 86.54 87.38

m-key 62.5 58.82 60.61 - - -
m-val 0 0 0 - - -
t-key 63.64 33.33 43.75 - - -
t-test 86.96 95.23 90.91 100 100 100
t-val 75 37.50 50 - - -
timex3 83.33 86.73 85 100 100 100

Fine-tuning

a 62.00 68.89 65.26 91.67 95.65 93.62
d 64.61 78.50 70.88 80.00 84.62 82.24

m-key 61.11 64.71 62.86 - - -
m-val 100 33.33 50.00 - - -
t-key 50.00 42.86 46.15 - - -
t-test 73.08 90.48 80.85 100 100 100
t-val 50.00 37.50 42.86 - - -
timex3 86.00 87.76 86.87 100 100 100

Table 8: Development dataset for subtask 2.

Tag # of sample P R F1
a 82 45.10 56.10 50.0

d_positive 162 32.31 58.64 41.67
d_negative 45 50.0 2.22 4.26
d_suspicious 10 0 0 0
d_general 10 0 0 0

m-key_scheduled 0 - - -
m-key_executed 17 31.59 70.59 43.64
m-key_negated 1 0 0 0
m-key_other 1 0 0 0

m-val 14 15.63 35.71 21.74
t-key 173 48.55 48.55 48.55

t-test_executed 85 47.0 55.29 50.81
t-test_negated 4 0 0 0
t-test_other 0 - - -

t-val 179 39.24 51.96 44.71
timex3_date 23 8.16 69.57 14.61
timex3_time 0 - - -

timex3_duration 9 0 0 0
timex3_set 1 0 0 0
timex3_age 8 63.64 87.50 73.68
timex3_med 20 0 0 0
timex3_misc 0 - - -

3.1.2 Guideline Based Method for Subtask 2. We evaluated our
system for subtask 2. We created a small annotated dataset for the
evaluation using iCorpus. One of the annotators annotated the two
documents in iCorpus. He annotated <a>, <d>, <t-key>, <t-val>,
<t-test>, <m-key>, <m-val>, and <timex3> tags on the basis of the
guideline. Since this data was used in the preliminary experiment,

we did not evaluate the dataset quality. We report precision, re-
call, and F1-measure on this evaluation dataset. Table 8 shows the
statistics of the dataset and the experimental results.

3.2 Formal Run
In this section, we describe the evaluation results of our systems
in the formal run. We describe the results for subtasks in Section
3.2.1 and 3.2.2, respectively.

3.2.1 Subtask 1. In this section, we describe the evaluation results
of our systems for subtask 1. We submitted two systems, AMI-1
and AMI-2. AMI-1 is the ensemble method based on UTH-BERT
described in Section 2.1.1 and AMI-2 is the fine-tuning method
based onUTH-BERT described in Section 2.1.2. The organizer eval-
uated the submitted systems with character level and entity-level
metrics. The character-level metric corresponded to the accuracy.
The organizer calculated the F1-measures of all the entities and
tags. Table 9 show the evaluation results. Unlike the results of
the preliminary experiment in Section 3.1.1, the ensemble method
(AMI-1) had lower performance than the fine-tuningmethod (AMI-2)
on almost all metrics. Since this result is strong contrast to the re-
sult of the preliminary experiment, the submitted result of AMI-1
may include formatting errors.

3.2.2 Subtask 2. In this section, we describe the evaluation re-
sult of our system on the formal run of subtask 2. We submitted
only using AMI-1, as described in Section 2.2, using UTH-BERT
in our method with the model being fine-tuned using the sam-
ple sentences in the guideline. In our system submitted to the for-
mal run, we added the annotated dataset created from iCorpus de-
scribed in Section 3.1.2 to the training dataset and re-fine-tuned
the UTH-BERT model a second time. The organizer evaluated the
submitted systems with the metrics described in Section 3.2.1. Ad-
ditionally, our system for subtask 2 also identified the attributes of
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Table 9: Evaluation results of proposed methods for subtask 1 in formal run.

Evaluation metrics CR-JA RR-JA
AMI-1 AMI-2 AMI-1 AMI-2

Character-Accuracy (entity) (All target entities) 83.17 88.40 86.53 96.47
Entity-Precision (All target entities) 55.22 57.81 11.06 89.07
Entity-Recall (All target entities) 59.04 62.29 23.53 89.45

Entity-F1

(All target entities) 57.07 59.96 15.05 89.26
a 58.37 58.43 33.58 89.16
d 67.05 67.05 7.88 89.40

m-key 70.63 70.39 - -
m-val 65.67 65.67 - -
t-key 35.76 35.55 - -
t-test 43.58 43.38 0.00 87.50
t-val 55.48 55.68 - -
timex3 74.62 74.39 24.49 88.24

Table 10: Evaluation results of proposed methods for sub-
task 2 in formal run

Evaluation metric CR-JA RR-JA
AMI-1 AMI-1

Character-Accuracy (entity) (All target entities) 71.46 89.24
Entity-Precision (All target entities) 30.90 60.50
Entity-Recall (All target entities) 34.81 69.87

Entity-F1

(All target entities) 32.74 64.85
a 41.52 56.89
d 41.68 68.45

m-key 40.00 -
m-val 22.38 -
t-key 37.20 -
t-test 28.17 81.25
t-val 34.66 -
timex3 35.02 74.42

entities. The organizers evaluated the entity + attribute identifica-
tion results with the metrics of character-level accuracy, precision,
recall, and F1-measure. Tables 10 and 11 shows the entity evalua-
tion and entity + attribute evaluation result, respectively.

4 CONCLUSIONS
In this paper, we described our systems employed for subtasks 1
and 2 of the NTCIR-16 Real-MedNLP Task. We constructed two
systems for subtask 1. One used the ensemble method, which em-
ploys ensembles of several models that utilize different numbers of
UTH-BERT hidden layer vectors. The other used the fine-tuning
method, in which UTH-BERT is fine-tuned with the CRF layer and
a model considering the tag sequence is constructed.

We discussed the effectiveness of the utilization of multiple hid-
den layers and the CRF layer on the basis of the results of a pre-
liminary experiment and evaluation results in the formal run.

For subtask 2, we constructed a multistage method to identify
NEs. The method consisted of three stages. First, we applied an
extraction method to extract the candidates of NE words. Second,

Table 11: Joint evaluation results of proposed methods for
subtask 2 in formal run

Evaluation metric CR-JA RR-JA
AMI-1 AMI-1

Character-Accuracy (joint) (All target entities
+ attributes) 67.29 81.98

Joint-Precision (All target entities
+ attributes) 24.67 47.89

Joint-Recall (All target entities
+ attributes) 27.79 55.31

Joint-F1

(All target entities
+ attributes) 26.14 51.33

a 41.52 56.89
d 0 0

d_positive 34.56 56.78
d_suspicious 39.02 50.53
d_negative 2.27 0
d_general 0 0

m-key_scheduled 0 -
m-key_executed 29.73 -
m-key_negated 20 -
m-key_other 0 -

m-val 21.43 -
t-key 37.2 -

t-test_executed 28.26 54.9
t-test_negated - 0
t-test_other 0 0

t-val 34.66 -
timex3_date 20.2 68.29
timex3_time 12.5 -

timex3_duration 0 0
timex3_set 0 -
timex3_age 72.64 -
timex3_med 11.25 0
timex3_misc 0 -

we applied a scoring method to the candidate NE words and iden-
tified their NE tags on the basis of the scores. Finally, we applied
merging rules for the continuous words identified as NEs.
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