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ABSTRACT
This paper presents the participation of the RUCIR group, an infor-
mation retrieval research group in Renmin University of China, in
the NTCIR-16 Session Search Task. We will discuss the approach
we used to generate the session search runs, and introduce the main
experimental results. More specifically, we use the state-of-the-art
context-aware ranking model COCA, which is based on BERT and
contrastive learning, to generate the runs we submitted to the task.
In addition, we use the BM25 algorithm and usefulness labels to
make our ranking results more accurate. Official results show that
our best run outperforms all other participants’ runs in terms of all
official metrics in both subtasks.
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TEAM NAME
RUCIR

SUBTASKS
Fully Observed Session Search subtask (Chinese)
Partially Observed Session Search subtask (Chinese)

1 INTRODUCTION
Users’ information need has become increasingly complex in recent
years. In order to complete a complex search task, a user often has
to issue multiple queries to find the information they need. These
search behaviors that happen in a relatively short time interval are
called a search session [12, 21]. Utilizing the contextual information
of the search session has been proved beneficial for understanding
the user’s current search intent [1–3, 17, 23]. For example, if a
user issues a query “apple” and she issues a query called “Amazon
Computer for Work” a minute ago, then we can infer that she is
looking for computers from the company Apple rather than the
fruit apple.

The NTCIR-16 Session Search (SS) task is a new NTCIR-16 pilot
task that supports comprehensive explorations of session search or
task-oriented search [7]. Despite that former session-based evalu-
ation tasks like TREC Session Tracks and Dynamic Domain (DD)
Tracks have no longer been held for many years, designing and
evaluating a session-based search system remains a challenge.

Most submissions of TREC 2014 Session Track [5], which is the
most recent related task, used traditional retrieval approaches. For
example, they used SVMrank [11], language model with Dirichlet
smoothing [24], Query Change Retrieval (QCM) model [10], etc.
Most of these traditional methods only focus on a few key features,
which would inevitably ignore some valuable features. Many neural
context-aware ranking models have been studied these years [1,

2, 6, 17, 26, 27]. Some of them [17, 26] are based on the powerful
pre-trained language model BERT [9].

We implement the state-of-the-art session searchmodel COCA [26]
and use this approach for both FOSS and POSS subtasks. COCA uses
three data augmentation strategies to generate similar sequences
for each session sequence. Then, it utilizes a contrastive learning
objective to pre-train the BERT encoder to get a more robust rep-
resentation. We also apply some pre-processing techniques, e.g.,
identifying actual user clicks by session-level usefulness labels. In
addition, we use the BM25 algorithm [18] to regularize the ranking
results of COCA.

The rest of the paper is organized as follows. Related works of
this article, including traditional session search models and neural
approaches, are briefly introduced in Section 2. Our approach to
solving the problem is introduced in Section 3. In Section 4, we
describe the experimental settings and analyze the results. Finally,
we make a conclusion of the whole work in Section 5.

2 RELATEDWORK
2.1 Traditional models
There are already some early attempts at modeling contextual in-
formation [3, 4, 19, 20, 23]. The feasibility of lexical query matching
in session search was investigated by Van Gysel et al. [20]. On
TREC session query logs 1, they looked at existing lexical matching
session search models. They pointed out that lexical matching tech-
niques, particularly query term re-weighting, have a lot of room
for improvement. These traditional models have demonstrated the
importance and viability of session search. Due to the lack of a large-
scale search log, these models are limited to static-based techniques,
which are unable to comprehend the user’s actual information need
thoroughly.

2.2 Neural models
Ahmad et al. [1] proposed a multi-task framework that can optimize
context-aware document ranking and query suggestion simulta-
neously. They encoded the historical queries, the current query,
and the candidate document into hidden representations with sev-
eral LSTMs. With these representations ready, they obtained the
ranking score. Ahmad et al. [2] proposed CARS to improve their
previous work. They took historical user clicks into consideration
and applied the attention mechanism to get better representations.

Chen et al. [6] attempted to integrate representation and interac-
tion for session search. Instead of matching every two behaviors in
the session, they used the encoded session history to enhance the
current query and the candidate document at the word-level, then
matched these two by several Conv-KNRM [8] components. The
results demonstrated their model’s effectiveness and efficiency. Zuo

1http://ir.cis.udel.edu/sessions/
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et al. [27] tried to model multi-granularity historical query change
to identify the user’s current information need. They modeled the
query change on both term and semantic levels. They calculated
three types of term-level weights: retained term weights, added
term weights, and removed term weights. Besides, they used Trans-
formers to combine the representations of each historical query
derived using several forms of word weights, resulting in a compre-
hensive picture of user intent. Finally, they calculated the ranking
score by combining the context-aware ranking scores acquired
from term-based interaction and representation-based matching
illustrated above.

The large-scale pre-trained language models like BERT [9] have
achieved great success in many tasks [13–16]. These models have
also been widely used in session search [17, 26]. Qu et al. [17]
concatenated all user behaviors of a session (queries, clicked doc-
uments, skipped documents, and the candidate document) and
put this sequence into BERT to get an overall interaction-based
representation from the ‘[CLS]’ token. Besides, they develop a hier-
archical behavior-aware attention module over the BERT encoder
to model interactions at different levels. Zhu et al. [26] believed that
the user behavior sequence of a search session is not definite, but
rather flexible. For example, a user’s search behavior can vary from
one search engine to another, a user can issue different queries re-
garding the same information need, and a user can decide whether
to click a document within the same session context. Based on this
idea, they explicitly generated possible variations of user behavior
sequences from the search log. Based on the augmented data, they
utilized contrastive learning to train the BERT model to distinguish
different sequences and pull together similar ones. After this, the
further pre-trained BERT encoder managed to give the session se-
quence a more robust representation. This is the state-of-the-art
model and we implement this model to solve the problems of both
subtasks.

3 METHODS
In this section, we first define the problem and some notations.
Then we describe how we pre-process the data. We also illustrate
COCA and how we use it in this task.

3.1 Problem Definition
Before shedding light on our solution to this problem, we want to
first describe some important notations. The session context can
be denoted as:

S = {(𝑞1, 𝑑1), (𝑞2, 𝑑2), ..., (𝑞𝑛−1, 𝑑𝑛−1)}, (1)

where 𝑞𝑖 is the 𝑖-th query of the session and 𝑑𝑖 is the corresponding
clicked document. We also denote 𝑞𝑛 as the current query, and
𝑑𝑛 as the candidate document that are being scored. Note that for
convenience, we will refer to 𝑞 and 𝑑 as the current query and the
corresponding document to be ranked.

The goal of the FOSS task is to score the candidate document 𝑑
under the full session context S. For the POSS task, we simply mark
the historical queries that don’t have clicked documents as 𝑞𝑖 and
“[empty_d]”. By this, we can still utilize the contextual information
of the query sequence without being affected by some random
candidate documents. Since we don’t provide these two subtasks

with very distinct solutions, we will focus on the FOSS task in the
rest of the paper.

3.2 Pre-processing
We first extract the sessions that have human-labeled documents
from the training data as the validation set and leave the rest ses-
sions as the training set.

When building the test set, we first walk through the entire doc-
ument collection to build two dictionaries. One is from a document
id to its full content (did2content). The other one is from a docu-
ment id to its title (did2title). We will use did2content for retrieval
and did2title for re-ranking (because BERT can only take up to 512
tokens). Since we don’t have the HTML or the URL of a document,
we can only construct its title from its body content. We consider
the first six words of its full content as its title. Besides, there is
also some information of document titles in the given training and
validation set which we believe is more accurate. Thus, we further
use this information to supplement the did2title dictionary. The or-
ganizer also provides a dictionary that maps each query that needs
evaluation to a set of candidate documents’ ids (qid2docs). However,
there are also some queries that are not in the given dictionary.
For these queries, we use the BM25 algorithm and the did2content
dictionary to retrieve fifty candidate documents for each of them
and add the mapping information into qid2docs. With these data
ready, we can finally build the test sets.

For each session in the test set (e.g., FOSS), it has a unique session
id and consists of several queries. For each historical query, it has a
text, a unique query id, and ten candidate documents. Each docu-
ment is comprised of a unique document id, its title, the label that
indicates whether this document is clicked, the timestamp when
it is clicked (-1 if not clicked), and a usefulness label that indicates
its usefulness to this session judged by humans. For each query
that is for evaluation, it has a text, a unique query id, and about
fifty candidate documents. Each document is comprised of a unique
document id and its title.

For efficiency, we only keep one clicked document per historical
query. We attempt two ways to decide which document to keep: (1)
We keep the document that is marked as clicked by the user in the
actual search log; (2) We keep the document that has the largest
usefulness value which indicates that it is the most useful document
among the candidates according to humans. We will discuss these
two approaches by experiments in Section 4.

3.3 COCA
The key idea of COCA [26] is using contrastive learning to optimize
sequence representation of BERT encoder before ranking docu-
ments, i.e., during pre-training. It has two stages: (1) pre-training
stage and (2) ranking stage.

3.3.1 Pre-training. COCA uses the contrastive learning technique
to pull closer similar sequences and push away different ones. Specif-
ically, as illustrated in Figure 1, it uses three data augmentation
strategies to generate similar sequences:

• Term Mask. COCA uses a random term mask operation on
the queries and documents of the session sequence. The pro-
duced sequences only change from the original one slightly.
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(b) Query/Document Deletion

(a) Term Mask

𝑞! 𝑑!𝑞" 𝑑" 𝑞# 𝑑#

[T_MASK] [T_MASK] [T_MASK] [T_MASK] [T_MASK]

(c) Behavior Reordering

𝑞! 𝑑!𝑞" 𝑑" 𝑞# 𝑑#

[DEL]

𝑞! 𝑑!𝑞" 𝑑" 𝑞# 𝑑#

𝑞" 𝑑"𝑞# 𝑑#

Figure 1: The augmentation strategies used in COCA. This
figure is from its original paper [26].

As a result, they are considered as similar sequences to the
original one.

• Query/Document Deletion. COCA randomly crops the
given sequence by deleting a behavior (a query or a docu-
ment).

• Behavior Reordering. The authors of COCA believe that
the order of user behavior sequence is not strict but rather
flexible. COCA switches the place of two random query-
document pairs to generate a similar sequence.

For all sequences in a mini-batch, COCA randomly applies two
augmentation strategies to generate additional user behavior se-
quences. Two generated sequences from the same sequence are
considered as a positive pair while the rest sequences of the mini-
batch are the negative samples. COCA applies a contrastive learning
objective to pull close the representations of positive pairs and push
away the representations of the negative pairs. After this, the BERT
encoder is able to give the user behavior sequence a more robust
representation.

3.3.2 Ranking. With the further pre-trained BERT encoder ready,
COCA concatenates the session sequence and put it into BERT to
get a robust representation:

𝑋 = [CLS]𝑞1 [EOS]𝑑1 [EOS] · · ·𝑞 [EOS] [SEP]𝑑 [EOS] [SEP] .

r = BERT(𝑋 ) [CLS] , (2)

where r is the encoded representation of session sequence 𝑋 . Then
COCA gets the ranking score of 𝑑 with a multi-layer perceptron
(MLP):

𝑃COCA = MLP(r), (3)

For training, COCA applies a standard cross-entropy loss:

L = − 1
𝑁

𝑁∑︁
𝑖=1

𝑦𝑖 log 𝑝𝑖 + (1 − 𝑦𝑖 ) log(1 − 𝑝𝑖 ), (4)

Table 1: The official results of the submitted runs of both
subtasks. The best performance is in bold.

FOSS NDCG@3 NDCG@5 NDCG@10

COCA+BM25 0.4783 0.4785 0.4939
COCA+U 0.5365 0.5406 0.5570
COCA+BM25+U 0.5525 0.5623 0.5693

POSS RsDCG RsRBP

COCA 0.4355 0.5640
COCA+BM25 0.4738 0.6281
COCA+BM25+U 0.5439 0.7466

where 𝑁 is the number of the samples in the training set and 𝑦𝑖 is
the label.

3.3.3 With BM25. BM25 [18] is a traditional retrieval algorithm
that ranks the candidate documents based on the terms of the
current query appearing in them. In order to prevent overfitting,
we use the BM25 score of the documents to regularize the ranking
score given by COCA as follows:

𝑃 (𝑑 |S, 𝑞) = 𝛼𝑃COCA + (1 − 𝛼)𝑃BM25, (5)

where 𝛼 is a hyper-parameter that is tuned on the validation set.

4 EXPERIMENTS
4.1 Metrics
The official metric of the FOSS subtask is Normalized Discounted
Cumulative Gain (NDCG) [22]. The metrics of POSS are RsDCG
and RsRBP [25].

4.2 Implementation Detail
We select the hyperparameters of COCA following its original
paper [26]. The value of 𝛼 is tuned on the validation set to be 0.67.

We implement several variants of COCA: (1) +U: The model
keeps the document that has the largest usefulness value as illus-
trated in Section 3.2. (2) +BM25: The model has BM25 as regular-
ization.

4.3 Results and Analysis
The official results of our submitted runs of both subtasks are shown
in Table 1. The model with BM25 as regularization and taking
usefulness labels into consideration achieves the highest results.
For example, it achieves about 0.57 in terms of NDCG@10 in the
FOSS subtask. We can draw the following conclusions from the
experimental results:

(1) Using BM25 as regularization may benefit the perfor-
mance of neural ranking models.We can observe that COCA
performs better with the BM25 score as regularization in both sub-
tasks. This indicates that traditional retrieval algorithms like BM25
may help neural models prevent overfitting.

(2) Usefulness labels annotated by humans can reduce the
noise of session history. It is obvious that COCA performs much
better with the usefulness labels being considered. We believe that
the documents that are marked clicked are not always relevant to
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the session because users may click some irrelevant documents
just to explore their interests or feel lucky. However, usefulness
labels annotated by humans are far more reliable to be treated as
relevance to the session.

5 CONCLUSIONS
This paper presents our participation in the Session Search task
at NTCIR-16. Our model is based on the state-of-the-art session
search model COCA. We also utilize the BM25 algorithm to prevent
overfitting and the usefulness labels to denoise the session context.
Our best run achieves the top performance in both subtasks in
terms of all official metrics.
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