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Our work for the WWW-4 task

• 2 different approaches to generate NEW runs

• COIL

• PARADE

• Reproduced the KASYS run at the NTCIR-15 WWW-3 task

• Performed per-topic analyses for further discussion

A problem in using BERT for document ranking task

The input length limit of 512 token

→ Unable to handle long documents like web documents

PARADE aggregates passage representations to gain 

overall document representation

COIL introduces contextualized vector representations into 

the exact matching framework to incorporate the best of the 

two systems

Run name Method
Divided into chunks of 

510 tokens
Corpus type

SLWWW-CO-REP-1 Birch – –

SLWWW-CO-NEW-2 COIL ✓ A

SLWWW-CO-NEW-3 COIL ✓ B

SLWWW-CO-NEW-4 COIL A

SLWWW-CO-NEW-5 PARADE – –

Results of NEW runs based on the Gold file Results of NEW runs based on the Bronze-ALL file

Results of REP run based on the Gold file Results of REP run based on the Bronze-ALL file

• SLWWW-CO-NEW-4 performed well in terms of nDCG and Q

• NEW runs based on COIL outperform the baseline

• Our REP run and the KASYS team’s REV run performed very similarly

Poorly performing topics

• Topics that are ambiguous or have multiple intents performed poorly

idf inventor

half life

India Design Forum, Intel Developer Forum, Israeli Defense Forces

Radioactive half-life, Biological half-life

COIL vs. BM25

Topics where Run 4 outperformed the baseline

• Documents rated higher in BM25 are those that contain the words 

contained in the topic as they are

• Topics with poor COIL results are cases where contextual information is 

taken into account, which in turn leads to a discrepancy with the intent 

of the topic.

Topics where the baseline outperformed Run 4

• Our NEW runs outperformed the BM25 baseline

• COIL showed the effectiveness of introducing contextualized 

vector representations

• Splitting input documents and using a larger corpus did not 

improve the results
• Successfully reproduced the KASYS team’s run

• Reproduce the KASYS team’s run using our own fine-tuned model

• Create a system that also uses the description field

Future Work
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