
CYUT at the NTCIR-16 FinNum-3 Task:
Data Resampling and Data Augmentation by Generation

Xie-Sheng Hong
s11027602@gm.cyut.edu.tw

Department of CSIE
Chaoyang University of Technology

Taichung, Taiwan

Jia-Jun Lee
s11027603@gm.cyut.edu.tw

Department of CSIE
Chaoyang University of Technology

Taichung, Taiwan

Shih-Hung Wu∗
shwu@cyut.edu.tw
Department of CSIE

Chaoyang University of Technology
Taichung, Taiwan

Mike Tian-Jian Jiang
tmjiang@gmail.com

Zeals Co, Ltd
Tokyo, Japan

ABSTRACT
This paper presents a description for our submission to the NTCIR-
16-FinNum-3 shared task in fine-grained claim detection for fina-
cial documents. We submitted 3 runs in both the Analyst’s Report
(Chinese data) and Earnings Conference call (English data) sec-
tions in the final test. The CYUT-1 uses MacBERT (for Analyst’s
Report) and Roberta (for Earnings Conference call) with the clas-
sical classifier BiLSTM as the baseline of this study. In CYUT-2,
we change the classifier to AWD-LSTM for comparison. Further-
more, considering the the problem of unbalanced training data
when training the model, we use data resampling technique in
both CYUT-1 and CYUT-2. And we propose an attempt to extend
the data using GPT2 in CYUT-3. In the Macro-F1 validation, the 3
Runs obtained 88.80%, 86.76%, and 88.20% in the Analyst’s Report,
and 85.53%, 87.49%, and 87.88% in the Earnings Conference call,
respectively. Also, after the formal runs were submitted, we did
several additional runs to test the validity of our original proposed
methods by conducting more oriented attempts. Furthermore, we
found that data augumentation has improved the prediction of An-
alyst’s Report in our experiment. Marco-F1 can improve about 2%
in additional runs, maximum to 90.24%.

CCS CONCEPTS
• Information systems→ Information extraction.
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1 INTRODUCTION
FinNum is a series of shared tasks focused on the understanding
of financial numbers. The aim is to demonstrate the importance of
understanding numbers in finance-related descriptions and to find
their possible applications. In the previous FinNum-1 and FinNum-
2, the focus was mainly on data from financial social media[2]. In
the NTCIR-16 FinNum-3, the target of analysis is shifted to two of-
ficial documents, professional analyst’s report and earnings confer-
ence call. The organizers propose a task called fine-grained claim
detection. The objective of the task is to detect whether the num-
bers described by investors and professional managers in the 2 of-
ficial documents are ”claims” or only objective figures[1].

In particular, the task is to predict whether a given number is a
”claim” in a given description. Therefore, this task can be defined
as a binary classification task. In the task, we proposed a total of 3
methods, all based on MacBERT or RoBERTa, and tried data aug-
mentation methods to solve the problems that may be caused by
imbalance in training data. We also tried several other methods
in subsequent additional runs to verify the effectiveness of our at-
tempts in various aspects.

In the following section of this paper, we describe our proposed
method in detail, show the relevant settings of our experiments
and the results of our experiments, and analyze the experimental
results. In the last paragraph, we present our conclusions and fu-
ture work.

2 METHOD
The method of our formal runs are designed as follows: the first
is the combination of MacBERT[3] (for Analyst’s Report task) and
RoBERTa[9](for Earnings Conference call task)with the traditional
BiLSTM[7] classifier which is also used for our Baseline. For com-
parison, we replaced the BiLSTM with AWD-LSTM[11] in the sec-
ond Runs to test the difference between the two. Also, considering
the problem of unbalanced training data, we use data resampling
technique in both Runs to balance the data set. In the third Runs,
we use the first attempt as the basis, but do not use data resampling.
Instead, we use GPT-2[16] to generate data to populate the train-
ing data in order to try to improve the imbalance of the training
data in a different way.
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Table 1: Number of Data and Distribution Ratio

Data In-claim Out-claim Distribution
Analyst’s Report (Chinese) 999 3220 1:0.3

Earnings Conference call (English) 1039 7298 1:0.14

2.1 BERT, RoBERTa, and MacBERT
The3proposed Runs are based on two pre-trainingmodels, RoBERTa
(for Earnings Conference call task) and MacBERT (for Analyst’s
Report task) , which are both variants of BERT. The full name of
BERT is Bidirectional Encoder Representations from Transform-
ers, which is a two-way unsupervised, transformer-based language
representation model proposed by Google. It is mainly pre-trained
using Masked Language Model (MLM) and Next Sentence Predic-
tion (NSP). Different from word2vector[13] and GloVe[15] that do
not use context, BERT is able to use the context of the text for in-
ference, which makes its performance in various tasks superior[5].

RoBERTa (Robustly optimized BERT approach), an enhanced
optimization variant of the original BERT, was jointly proposed by
Facebook Inc. and University of Washington. RoBERTa uses more
model parameters, larger batch size for training, and increases the
size of the training data. Also, dynamic masks are used in the train-
ing, it allows the model to generate a new mask pattern for each
input sequence, making it possible to gradually adapt to different
mask patterns as data is input[9].

MacBERT (MLM as correction BERT) is an improved variant of
BERT jointly proposed by iFLYTEK Research and SCIR for the Chi-
nese language domain. It improves theMLMpre-training task used
in the original BERT by overwriting the original single words with
similar words to perform the MLM task, thus reducing the differ-
ence between pre-training and fine-tuning. In addition, some mod-
ifications were made to the original BERT training tasks, includ-
ing the use of WholeWord Masking(WWM) and N-grammasking.
Hence, the performance of the pre-training model in the Chinese
language domain has been improved to a certain extent compared
with the original BERT[3, 4].

In this study, our system is mainly based on the base versions
of MacBERT and RoBERTa, using a machine learning framework
called pytorch[14] and callingHuggingface[19] formodel construc-
tion and training.

2.2 BiLSTM and AWD-LSTM
In our model architecture, different kinds of LSTMs are used as the
classifier after the output of BERT.They are BiLSTM (Bi-directional
Long Short-TermMemory) andAWD-LSTM (ASGDWeight-Dropped
LSTM).

LSTM (Long Short-Term Memory) is an improved version of
RNN (Recurrent Neural Network), which solves the problem of
long-term dependency and possible gradient disappearance or ex-
plosion of RNN. It learns and forgets information through the Gate
architecture, making it more capable of processing long sequence
data[6]. Moreover, our system uses Bidirectional LSTM, which al-
lows the LSTM to take into account the order of the inputs.

The AWD-LSTM (ASGD Weight-Dropped LSTM) is a variant of
the LSTM,which, as the name suggests, is aweight-dropped LSTM.

Its authors used the DropConnect method[18], based on the orig-
inal LSTM, to drop part of the data of the weight matrix between
the hidden states in the LSTM. This prevents the overfitting prob-
lem of traditional LSTM and minimizes the effect on the training
speed. Moreover, the authors used NT-ASGD, a variant of Aver-
age -SGD, as an optimizer with a fixed learning rate parameter, so
that nomanual adjustment is required and its performance is better
than SGD[11, 12].Therefore, after referring to the various improve-
ments and effectiveness of LSTM in the authors’ paper, we decided
to apply it to the system as an another attempt of classifier, hoping
that it can outperform the traditional LSTM.

2.3 Data Augmentation Techniques
From Table1, we can see the number and distribution ratio of the
two labels, 0 (out claim) and 1 (in claim), in the current data set.
Considering the imbalance in the data given to the model for train-
ing. We believe that if the model is trained with these data directly,
the trained model may be biased toward the answer with more
data when making predictions. Therefore, we have tried to solve
this problem by data augmentation. We have used two approaches
to try this, namely, data resampling or using GPT-2 to generate
additional data.

2.3.1 Random Resampler. Thefirst is random resampler. In CYUT-
1 and CYUT-2, we use random resampling to try to solve the data
imbalance problem. The first is random resampler. In CYUT-1 and
CYUT-2, we use random resampling to try to solve the data im-
balance problem. The random resampler is to select the data that
have already been selected again when constructing the training
data set. In this way, a smaller number of data are re-sampled in
order to achieve the goal of having a similar number of training
data for the two predicted targets in model training. In this work,
we conducted several tests and experiments using the sampling ra-
tio as the adjustment variable. The model is trained by sampling a
specific ratio of data with labels 0 and 1 (out claim and in claim)
and repeating the sampling after a single training round. We try to
find the best sampling ratio to train the model. After testing and
experimenting, we found that resampling all data is the best in the
experimental results.That is, we use all data with label 0 (out claim)
and resample data with label 1 (in claim) until the ratio of the two
data is 1:1.

2.3.2 GPT-2 Data Generate. In CYUT-3, we use GPT-2 for data
augmentation. GPT-2 (Generative Pre-trained Transformer 2) is
a huge pre-trained language model derived from the Decoder in
Transformer. It can predict the next most likely word based on all
words in the given text. It can predict the next most likely word
based on all words in the given text. Since this model uses a large
amount of cross-domain data in training, it can be used for a wide
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range of tasks. The main one is used in the generation of the text
that we are trying this time[16].

For theGPT-2model selection, we used the Chinese pre-training
model, CLUECorpussmall[21] for the Analyst’s Report data, which
is a GPT-2 Chinese pre-training model trained from the CLUECor-
pus2020Chinese corpus[20]. For the Earnings Conference call data,
we used the original GPT-2 model[16] without additional training.

The following is a simple example of our text generation. We
use a very intuitive way to generate text with GPT-2: we input a
fixed text in Chinese or English with a random number into GPT-2
and let it generate a random text data automatically. We start the
Chinese text with ”我們推測會上升 X” (We speculate that it will
rise X), and fix the final generated length to 100. The English text
starts with ” We anticipate a X increase” and the fixed length is 50.
The X in both texts represents a random number, in the example
below it is 98.02 and 149.

Input:
我們推測會上升 98.02

Output:
我們推測會上升 98.02%，明天早晨大跌…

Input:
We anticipate a 149 increase

Output:
We anticipate a 149 increase in the number of cases with…

In this way, the lable of the text generated by GPT-2 must be
in-claim.

3 EXPERIMENTS
The overall experimental flow of our system in this study is shown
in Figure1. After the data is input into the system, it is firstly pre-
processed and augmented. Then, we create a dataloader for train,
valiation and test for follow-up model training. Then we build a
neural network model based on MacBERT/RoBERTa and train it.
After training, the test data are passed to the model for prediction
and exported into a specified format.

In this section and the next sections, we describe in detail the
parameters of our system and how the test experiment was de-
signed. The experimental and validation results of our system are
presented, and we analyze the results to identify errors and possi-
ble improvements.

3.1 Parameters and Setting
In our formal runs, most of the hyperparameter settings are the
same for both subtasks. The detailed numerical settings can be
found in Table 2. First, in order to use the information provided
by the training text as much as possible, we set the maximum se-
quence length to the maximum 512 that BERT/RoBERTa can use.
Considering the large amount of text used for training, CUDA out
of memory problem may occur during model training. We there-
fore set the batch size to a smaller degree of 4. For the choice of
model optimizer, we use AdamW[10], a variant of the classic op-
timizer Adam[8], it improves the problem of Adam in the weight
decay. In addition, with reference to the description in [17], we
choose a low learning rate to train themodel, so the learning rate is
set to ”2e-5”. Finally, it is worth noting that we originally used the
linear format for the learning rate schedule. However, the training

was not effective. After several different experiments, we found
that switching to a cosine schedule was effective in improving the
results of our model. Therefore, we use the cosine schedule1 to dy-
namically warm up and adjust the learning rate.

Table 2: Parameters Value of Model

Parameters Values
BERT Model macbert-base or roberta-base
Batch size 4 or 8
Max length 512
Optimizer AdamW

Learning rate 2e-5

3.2 Formal Run
3.2.1 CYUT-1: BiLSTM. CYUT-1 is our baseline for this task, which
uses MacBERT or RoBERTa with the classical classifier BiLSTM to
perform classification prediction. The main structure of the model
is to add the LSTM layer after the output of BERT layer, and then
to stack the model layers twice in the order of linear layer, activa-
tion layer and Dropout layer(with p=0.2), and finally to output in
a linear layer, in which the activation layer uses leaky relu(with
negative slope=0.01).

3.2.2 CYUT-2: AWD-LSTM. As a comparison, we used a model ar-
chitecture similar to CYUT-1 in CYUT-2, with changes in the LSTM
layer only. In CYUT-2, we replaced the original BiLSTMwithAWD-
LSTM to test whether the theoretically more advanced approach
is also effective in this task. Other settings such as the number of
layers of the model are the same as CYUT-1.

3.2.3 CYUT-3: Data Generation Extensions. The CYUT-3 system
is our biggest attempt in this task. In this CYUT-3, we do not use
the data resampling method that we describe in the previous para-
graph. Instead, we use our another attempt at data augmentation,
data expansion. For details of the data generation method, please
refer to Section 2.3.2. In the CYUT-3 experiment, a total of 2200
data were generated in Analyst’s Report data (Chinese), and the
ratio of label 0 to 1 was increased from 1:0.3 to about 1:1. 4000 data
were generated in Earnings Conference call data (English), and the
ratio of label 0 to 1 was increased from 1:0.14 to about 1:0.7.

3.3 Additional Run
After completing the formal runs submission, in order to comple-
ment the attempts that were not completed in time, and to verify
the validity of the data augmentation method that we believe it
to be. We have done several more additional runs with different
orientations based on this method. This section describes our ex-
periments in detail.

3.3.1 Experiment1: More Seeds. First, in the first experiment, we
adjusted the text starters that were input to GPT-2 at the begin-
ning. In the original CYUT-3, only one fixed opening was used for
both subtasks. In this experiment, we increased the number of text
1https://huggingface.co/docs/transformers/main classes/optimizer schedules
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Figure 1: The flow chart of our study

starters to 6 types in Analyst’s Report data (Chinese) and 5 types in
Earnings Conference call data (English), trying to increase the di-
versity of text generation. The examples of text starters are shown
below.

Analyst’s Report (Chinese) :
我們推測會上升 X (We estimate it will go up X)
我們估計會下降 X (We presume it will go down X)
他懷疑會增加 X (He suspects it will increase X)
我猜測會回升 X (I guess it will go back up X)
他們預估會下滑 X (They predict it will go down X)

專家預測會減少 X (The experts predict a decrease of X)

Earnings Conference call (English) :
We anticipate growth of X
They estimate increase of X
He expects a rise of X
She predicts to reduce by X
Expert forecasts a decline of X

3.3.2 Experiment2:MoreData. In the second experiment, wewanted
to see if the predictive effect of the model could be improved if

NTCIR 16 Conference: Proceedings of the 16th NTCIR Conference on Evaluation of Information Access Technologies, June 14-17, 2022 Tokyo Japan

98



CYUT at the NTCIR-16 FinNum-3 Task:
Data Resampling and Data Augmentation by Generation NTCIR-16, Jun 2022, Tokyo, Japan

more data were used for training. Therefore, this experiment was
based on CYUT-3, and the same text start and settings were used
to generate additional data. A total of 5,500 Analyst’s Report (Chi-
nese) and 13,000 Earnings Conference call (English) data were gen-
erated. The ratio of label 0 and 1 was increased from 1:0.3 to about
1:2 and from 1:0.14 to 1:1.9 respectively.

3.3.3 Experiment3:MoreData and Seeds. This experiment is a com-
bination of the previous 2 experiments. Using the text start from
the Experiment1 and generatingmore additional data.This ensures
the diversity of the data while increasing the amount of data.

3.3.4 Experiment4: 1000 Data. For comparison, in Experiment 4,
we only add the first 1000 data generated in CYUT-3 as additional
data to the dataset. This is used to test the effect of the amount of
additional data on the model training.

3.3.5 Experiment5: No Change. Finally, Experiment 5 is a basic
comparison. In Experiment 5, we use only themost basicMacBERT
or RoBERTa combined with BiLSTM as our system. Do not use any
other data enhancement techniques used in the formal runs and ad-
ditional runs. The purpose is to test how all our proposed attempts
actually have impacts in this task.

4 RESULT AND DISCUSSION
4.1 Result
Table 3 and Table 4 show the performance of our system on the de-
velopment set in 2 domains respectively. The Analyst’s Report is
Chinese data and the Earnings Conference Call is English data. It
can be seen that CYUT-1, which uses a more traditional approach,
performs best on the Analyst’s Report data. However, in the Earn-
ings Conference Call data, CYUT-3 with additional data has a cer-
tain degree of lead, showing that this method seems to have some
effectiveness in the development set.

Table 3: Development Result on Analyst’s Report

Run Macro-F1
CYUT-1 85.23%
CYUT-2 83.49%
CYUT-3 83.00%

Table 4: Development Result on Earnings Conference Call

Run Macro-F1
CYUT-1 86.59%
CYUT-2 87.05%
CYUT-3 90.76%

Tables 5 and table 6 show the performance of our system in
the formal test set in the 2 domains, respectively, along with the
teams with the highest correct rates in this task. Similar to the
results of the development set, although the overall correctness
rate decreased. However, in the Test set, CYUT-1 and CYUT-3 are

Table 5: Test Result on Analyst’s Report

Run Micro-F1 Macro-F1
CYUT-1 92.11% 88.80%
CYUT-2 91.73% 86.76%
CYUT-3 92.16% 88.20%

IMNTPU-1[1] 95.31% 93.18%

Table 6: Test Result on Earnings Conference Call

Run Micro-F1 Macro-F1
CYUT-1 94.67% 85.53%
CYUT-2 95.64% 87.49%
CYUT-3 96.43% 87.88%

JRIRD-3[1] 97.27% 91.03%

still the best performers in our system for Analyst’s Report and
Earnings Conference Call data respectively.

The table 7 and the table 8 show the performance and ranking
of all our additional runs and formal runs on the test set, from
top to bottom, the lower the position, the better the performance
in Macro-F1. It can be found that although the 2 systems do the
similarly classification task, they show completely different exper-
imental results with different target languages.

4.2 Discussion
Looking at Tables 7 and 8, we find that the experimental results
seem to be different from what we originally thought.

First of all, in the Analyst’s Report data experiment, although
the ”More Data” system had the highest Macro-F1 as we thought,
it should be noted that the system with only 1000 additional data
also had nearly 90% results. The Earnings Conference call data sec-
tion is out of our expection, as all the experiments we did to adjust
the data did not perform better than the CYUT-3. This further il-
lustrates that the amount of data does not seem to be the most
important in this task.

Moreover, the performance of the experiments with more text
starters (More Seeds, More Data and Seeds) was not as good as
we expected at the beginning. Although there is an improvement
over CYUT-3 for the Analyst’s Report data, it is still lower than
the experiment with only one text as the beginning (More Data).
This phenomenon is even more obvious for the Earnings Confer-
ence call data, where both experiments performed lower than the
experiment using only one text as the beginning.

Also, it is worth noting that the system without data augmenta-
tion (No Change) outperformed the 3 formal runs we proposed for
both subtasks. On Earnings Conference call data, the ”No Change”
system is even the best system in Macro-F1 among all the experi-
ments.

Taking these points together, and considering the way we gen-
erate the additional data is straightforward. We conjecture that the
amount of additional data is not a decisive factor in this task, but it
does improve the training of the model to some extent. However,
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Table 7: Additional Result on Analyst’s Report

Run Macro-F1 Micro-F1 Recall
CYUT-2 86.76% 91.73% 90.32%
CYUT-3 88.20% 92.16% 88.76%
CYUT-1 88.80% 92.11% 87.34%

No Change 88.75% 92.52% 89.30%
More Data and Seeds 89.23% 92.86% 89.92%

More Seeds 89.30% 93.14% 91.66%
1000 Data 89.97% 93.16% 89.52%
More Data 90.24% 93.43% 90.31%

Table 8: Additional Result on Earnings Conference Call

Run Macro-F1 Micro-F1 Recall
CYUT-1 85.53% 94.67% 79.82%

More Seeds 85.93% 95.00% 80.74%
More Data 86.73% 95.93% 84.78%

More Data and Seeds 87.17% 95.76% 83.25%
1000 Data 87.28% 95.76% 83.15%
CYUT-2 87.49% 95.64% 82.39%
CYUT-3 87.88% 96.43% 87.25%

No Change 88.15% 96.22% 85.03%

the quality of the additional data added seems to be more impor-
tant to improve the accuracy of the system. If the quality of the
added data is high enough and closer to the domain of the task,
even if only a small amount of additional data is added, the im-
provement can be achieved to some extent. On the contrary, if the
model is trained with poor quality additional data, the prediction
performance of the model will be worse than the original one.

Figure 2 - figure 5 shows the error rate of all experiments in
each category for official runs and additional runs on this task.
The lower the Y value, the lower the prediction error rate of the
system in that category.

After dividing the categories of errors, we found that most of
the systems in the experiment had particularly good or poor pre-
dictions in specific categories. Even the system with the best over-
all performance in Macro-F1 has this condition. For example, Fig-
ure 2 shows that although CYUT-3 does not perform as well as
CYUT-1 and CYUT-2 in the Money category, it has a considerable
advantage in the Product Number category. In Figure 3, although
”More Data and Seeds” does not perform well overall, it has an
overwhelming advantage in the Money category.

Similarly, in the Earnings Conference call data section, each sys-
tem has its own advantages. In Figure 4, we can see that CYUT-3
has a significantly higher error rate in the Product number cate-
gory, but can predict the Date category with nearly 0% errors. In
Figure 5, ”More Data”, which does not perform well in the Prod-
uct number category, is able to predict the change category with
nearly 0% errors.

In summary, although we do not yet have a system that can
predict all categories perfectly. However, we found that there is a
significant difference in prediction accuracy between different sys-
tems for different categories. Therefore, we believe that if we can
select different models to make predictions according to different
categories, and build a large system with multiple models to pre-
dict data in different categories, then it can effectively improve the
overall accuracy. For this task, if the models from ” More Data and
Seeds”, ”1000 Data”, ”CYUT-3” and ”More Data” systems can be ap-
plied to the Analyst’s Report data at the same time. Theoretically
the best model can be made in our experiment. It even gets close
to 0% error rate in 3 categories. Therefore, we think this will be an
idea worth further investigation.

5 CONCLUSIONS AND FUTUREWORK
In this paper, we describe our proposed approach on the FinNum-3
shared task about fine-grained claim detection in NTCIR-16. In this
shared task, we submit a total of 3 different approaches. In addition
to the classical deep learning methods, we also try to build our
system using some newer and theoretically improved techniques.
We also tried two data augmentation techniques, data resampling
and data expansion, to try to solve the problem of data imbalance
when training the model, which we think may be caused by it. The
experimental results show that data augmentation has improved
the prediction of Analyst’s Report (Chinese) to a certain extent, up
to 90% of Macro-F1. However, it is important to notice that these
methods do not Tlhave much success on Earnings Conference call
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Figure 2: Error Rates for Various Categories on Formal runs on Analyst’s Report

Figure 3: Error Rates for Various Categories on Additional Runs on Analyst’s Report

Figure 4: Error Rates for Various Categories on Formal Runs on Earnings Conference Call

Figure 5: Error Rates for Various Categories on Additional Runs on Earnings Conference Call
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(English). It is possible that there is still much room for improve-
ment in the data generation methods. For example, the length of
the generated data can be increased, or the GPT-2 model can be
pre-trained with data from a similar domain as the task training
data before generating additional data, so that GPT-2 can generate
more task-appropriate data.These are all possible further attempts.

In addition, since the ” NoChange” system predicts performance
on Earnings Conference call data better than all of our systems in
the formal runs, we find that data resampling does not seem to
be helpful in this task and that other data augmentation methods
would be a better choice. We found that data resampling does not
seem to be helpful in this task, and other data enhancement meth-
odswould be a better choice. Alternatively is it that we havemissed
something in the adjustment of data resampling. Or whether exces-
sive resampling has in turn caused overfitting to occur. These are
all questions that can be further explored.

Finally, for future work, we can try to implement the largemulti-
model system mentioned in the previous section. By making full
use of the prediction categories that each model is good at, the
overall prediction accuracy of the system may be improved.
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