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ABSTRACT
In this paper, we present our DCU and HCMUS team’s participa-
tion in the NTCIR16 Lifelog-4 task by using two di�erent retrieval
systems, namely LifeSeeker and Myscéal that were originally in-
troduced in the Lifelog Search Challenge (LSC) and adapted for
addressing the Lifelog Semantic Access Task (LSAT). To tackle the
task in an automatic manner, both LifeSeeker and Myscéal em-
ployed pre-processing techniques as part of the retrieval process,
while LifeSeeker further utilised a post-processing step to re�ne the
retrieval results. Regarding the interactive manner, we evaluated
Myscéal system by conducting a user study on both expert and
novice users in both ad-hoc and known-item-search settings.
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1 INTRODUCTION
Lifelog retrieval is an application information retrieval but focuses
on lifelog data, which are archives of personal experimental multi-
modal data captured using a range of sensors in daily life. Many
lifelog retrieval challenges have been organised to encourage the
research community to propose their solutions for this research
�eld [5, 7, 9, 17]. Similar to general information retrieval, lifelog
retrieval requires participants to �nd answers to information needs,
which in the case of the current lifelog challenges, is to �nd one (or
more) images relevant to the aforementioned information need.

NTCIR-16 hosted the fourth installation of the NTCIR Lifelog
task [25] after successfully organising this task from NTCIR-12 to
NTCIR-14 [6–8]. Four teams have introduced their interactive re-
trieval systems to the LSAT in the previous installation at NTCIR-14.
While Ninh et al. [19] from DCU provided a baseline model which
utilised faceted �ltering and novel navigation through ranked lists,

the HCMUS team [11] enriched their system knowledge by obtain-
ing habit-based syntaxes and scene-related syntaxes. Additionally,
QUIK (Japan) from Kyushu University [22] has considered the rela-
tion between lifelog images and images collected from an online
search platform (Google image search) to provide aid to retrieval.
To do so, they compute the similarity between lifelog images and
images obtained from online sources. Meanwhile, the NTU team
[3] implemented pre-trained word embedding models and adopted
a probabilistic relevance-based ranking function for retrieval to
bridge the semantic gap between textual query and visual concepts.

Following the structure of its preceding iterations and also a
standard lifelog retrieval challenge, the NTCIR-16 Lifelog-4 task
this year asks participating teams to �nd all (or as many as possible)
lifelog images that are relevant to queries. The task can be solved
automatically or interactively. Nevertheless, NTCIR-16 Lifelog-4
task is not similar to the Lifelog Search Challenge (LSC) [9] which
is another lifelog retrieval challenge, although both competitions
allow interactive systems to solve queries.While the latter considers
the search time as a fundamental aspect of the scoring mechanism,
the former focuses more on the accuracy of the search engine of
systems rather than its retrieval time. In addition, LSC only needs
participants to retrieve a single correct image, whilst the NTCIR-16
Lifelog-4 task re�ects a more conventional retrieval task, in that it
requires seeking all relevant images. Moreover, the Lifelog Semantic
Access Task (LSAT) in NTCIR-16 includes 48 queries, which is the
largest query bank in existing lifelog-related contests. It consists
of 2 subtasks with 24 queries each: (1) ad hoc subtask forms the
situation where users try to seek as many targets as possible, and
(2) known-item subtask indicates the scenario of locating one or
few images matching the given description.

In this work, we participate in the NTCIR-16 Lifelog-4 task and
resolve queries using two distinct state-of-the-art lifelog retrieval
systems, achieving high performance in the most recent LSC’21
challenge. We modify these systems for the NTCIR16-Lifelog 4
LSAT subtask and examine how well these engines perform in the
automatic and interactive tasks, including an interactive experiment
with novice users.
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2 EXPERIMENT 1 - LIFESEEKER
We begin with a description of the LifeSeeker retrieval system,
which had previously been used as an interactive lifelog retrieval
system, but which operated in an automatic manner for this chal-
lenge.

2.1 LifeSeeker System Overview
LifeSeeker [12], �rst introduced in the Lifelog Search Challenge in
2019 (LSC’19), is a lifelog interactive retrieval system based on the
visual and textual information. Over 3 years of participation in the
competition [12, 13, 18], the system underwent multiple rounds of
development, adjustment, and enhancement. New functionalities
were introduced every year to maintain the compatibility with new
benchmarking datasets and also to improve the user experience and
search accuracy. Figure 1 illustrates the general architecture of the
most recent implementation of LifeSeeker. The visual concepts gen-
erated from the Microsoft Computer Vision API 1 are provided by
the organisers. Alongside with those features, we expand the syntax
collection with more concepts by implementing both the Bottom-
Up Attention model [1] and Mask-RCNN [10, 24] pre-trained on
the COCO dataset [14]. Regarding metadata enhancement, we not
only re�ne 32 separate categories of semantic locations, but also get
the address and annotate labels for city, country based on the given
geographic coordinates. Time alignment is necessary to ensure
the consistency across lifelogger’s wearable sensors. Furthermore,
the visible text in the lifelogging images was extracted via Google
Vision API 2. Finally, all the aforementioned annotations are in-
serted and indexed into both the ElasticSearch [4] and Weighted
Bag-of-words models for later retrieval purposes.

Figure 1: LifeSeeker’s system architecture [18]

Inspired by the Google-style text box, the User Interface (UI),
shown in Figure 2, is designed for for use by novice users. While
the main window consists of the free-text-query box on the top
and the result images displayed right below, the expandable box
1https://azure.microsoft.com/en-us/services/cognitive-services/computer-vision/
2https://cloud.google.com/vision/docs/ocr

enables users to have more details about time and date of the chosen
frame. Besides, LifeSeeker’s UI has been developed by o�ering
new navigation options for temporal search and visual similarity
exhibition.

Figure 2: LifeSeeker’s User Interface [18]

2.2 Automatic Approach
At the very beginning, LifeSeeker is designed as an interactive
retrieval system which requires user communication. For our par-
ticipation in the automatic task of NTCIR-Lifelog, we integrate new
mechanisms for auto-processing query and post-processing results.

�ery Processing. From the given full description, we manually gen-
erate a simple version consisting of all key information (without
any duplication or stopwords). Then, those queries passed to the
text parser in order to separate into keywords belonging to 3 di�er-
ent �elds: location, time, and concepts. Particularly, while speci�c
place and proper nouns are extracted by matching with a syntax
dictionary, we leverage SUtime [2] to get temporal information.
Otherwise, those keywords are considered as concepts along with
objects, humans. For instance, the query "I was drinking co�ee while
waiting in a car repair / sales store in May 2018" will be parsed into
"repair/sales store", "May 2018" and "drinking co�ee" corresponding
to location, time and concepts �eld, respectively.

Post-processing. Having no ability to interact with the system, com-
pared to the interactive task, we tried to maximise correctness
matching by proposing three di�erent post-processing approaches
to return the �nal ranked lists: (A1) Get the top ranked 100 images
(where 100 are available), (A2) Combine the �rst 10 images with
the 8 temporally closest neighbouring images (4 forwards and 4
backwards) and (A3) Combine the �rst 20 images with the 4 tem-
porally closest images (2 forwards and 2 backwards). This resulted
in three runs. In order to examine variance in query generation,
we got two di�erent users to generate the single query string for
each topic and compare their results, meaning that we submitted
six o�cial runs.
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Table 1: Results of LifeSeeker runs.

Run # queries
attempted

# queries
solved/submitted

# images
correct/submitted MAP P@5 P@10

U1-A1 48 29/48 320/4629 0.0299 0.0833 0.0750
U2-A1 48 31/48 334/4677 0.0211 0.0583 0.0583
U1-A2 48 16/48 238/4530 0.0236 0.0500 0.0583
U2-A2 48 22/48 365/4708 0.0237 0.0792 0.0729
U1-A3 48 19/48 229/3714 0.0286 0.0792 0.0667
U2-A3 48 22/48 275/3846 0.0168 0.0583 0.0625

2.3 Result
For the non-interactive task, each of the two expert users (denoted
as "U1" and "U2") constructed one �le consisting of 48 information
needs, before submitting them to the LifeSeeker search engine. By
doing so, we generate 6 submissions whose results are shown in
Table 3. Table 1 indicates the result summary of all runs, which
highlights the number of queries solved, the number of images cor-
rect, the mean average precision (MAP), top-5 precision, and top-10
precision. In general, users using Approach 1 performed the best
among all approaches with more than 29 out of 48 queries (60%) hav-
ing been solved. By using this method, User 1 achieved the best run
of LifeSeekerwith the highest MAP score, P@5 and P@10 of 0.0299,
0.0833 and 0.0750, respectively. This means that the implemented
temporal-inclusion approach did not bring any positive bene�t to
the retrieval process, when averaged over all queries. However,
when examining the results on a per-user and per approach basis,
it becomes apparent that there are some bene�ts evident (in terms
of recall) when implementing the temporal-inclusion process.

(a) Ad hoc subtask

(b) Known-item subtask

Figure 3: Number of correct images from all runs for the ad
hoc and known-item subtask

Since the objectives of the 2 subtasks in LSAT are quite di�erent,
we further investigate the system’s performance of each subtask
separately, as shown in Figure 3. The ad hoc subtask has more
groundtruth than the known-item one, which explains why users
found more positive images for the former compared to those num-
ber for the latter (334 and 31 in U2-A2 case). For both tasks, the
expandable post-processing method (Approach 2) found more rele-
vant items for User 2 when compared to Approach 1. This results
happen in case neighboring images of correct moments are included
in the submissions, which results in a higher number of relevant
items in temporal order compared to the conventional ranked list
approach. However, the same situation is not correct for User 1 in
which using Approach 1 is their best choice for the ad hoc task.
The last approach (Approach 3) seems to perform poorly for both 2
tasks of the 2 users.

Overall, it is apparent that the ability of the user to construct an
information need from the provided topics, with user 2 constantly
outperforming in terms of the number of queries solved. However,
it appears that (in most cases) relying on a conventional ranked
list is the best approach to take, rather than exploring the temporal
inclusion of neighbouring images.

3 EXPERIMENT 2 - MYSCÉAL
The second system we implemented for this task was the Myscéal
system, another interactive lifelog retrieval tool that was designed
for the LSC challenge. The Myscéal system was the top performing
system at both the LSC’20 and LSC’21 challenges.

3.1 System Overview
Figure 4 illustrates the architecture of the MySceal interactive sys-
tem. Similarly to LifeSeeker, Myscéal employs a concept-based
search approach. Visual descriptors, extracted from images, and
non-visual metadata such as GPS coordinates, semantic locations,
time, and date, are aligned and indexed in the ElasticSearch[4]
engine.

To address the shortcomings of using a �xed list of "keyword"
concepts (obtained from pre-trained object detectors), Myscéal ap-
plies a query expansion process to search queries. This process
makes use of ad-hoc regular expression patterns to break down
textual queries into di�erent cues, for example, visual cues, location
hints, and temporal constraints. Visual cues are expanded word
by word using Word2vec[16] and WordNet[20], keeping only the
words that appear in the set of �xed, indexed concepts.

Moreover, Myscéal also supports multiple query searches based
on their temporal relationship, a key feature of lifelogs. However,
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at this point, the system can handle up to only three queries: one
before query, one main query, and one after query. Here is an
example use case for this functionality: "Find the moment when I
am having food before a �ight. I have just arrived at the airport after
working in the o�ce.". In this case, the before query is "working in
the o�ce", the main query is "having food at the airport", and the
after query is "being on a �ight".
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Figure 4: Pipeline of Myscéal.[23]

Since the system was designed to be interactive, several modules
were added to assist the user in �nding the target images, namely,
similar image search, map search, and temporal browsing. These
modules are presented in the user interface as seen in Figure 5. Sim-
ilar scores between images are precomputed using a combination of
VGG16[21] and SIFT[15] features. The map section, which occupies
a large portion of the interface, allows the user to locate the target
location and �lter the results using a rectangular boundary of GPS
coordinates. It is also useful for showing the location information
when the user inspects each image. Temporal browsing is used to
examine each lifelog image in its temporal context within the day.

Figure 5: Myscéal user interface.[23]

Myscéal submitted both automatic and interactive runs, which
we will now describe.

3.2 Myscéal Automatic Approach
To get the results for each query in the automatic run, we employed
an automatic procedure to convert the queries into a suitable format
with the least human intervention possible.

• Temporal splits: the query cues are split into before, main,
and after if applicable;

• Trimming and changing keywords: using the result of
query expansion, words that do not appear in the indexed
keywords are removed or changed into the most sensible
word in the expanded list. For example, when entering "My
Panda bear, a soft toywho normally resides inmy bedroom at

home." into the search bar, the query suggestion feedbackwill
highlight words such as "my", "panda", "soft", and "normally",
"resides"; and suggest using "bear" for "panda". The �nal
query will be "bear toy in bedroom at home". This is done
without looking at any of the search results.

3.3 Interactive Runs
We performed two runs in an interactive manner, one for an expert
user (the system designer) and one for novice users. For each query,
the user has a bit of time to read the query with all the relevant
information before entering the �rst search query, when the count-
down clock starts from 300 seconds to 0. As soon as the user �nds
a relevant image on the result page, they can submit using the
accompanying submit button. If the user submits a thumbnail of
a scene (consisting of consecutive similar images) in the temporal
browsing view, every image in that scene is submitted at the same
time.

Due to our resource limitation, we could only complete the ad-
hoc queries, which are the �rst 24 out of 48 for the novice run. Two
novice users were selected, one of whom is the author’s acquain-
tance with no computer science or lifelog background, and the
other is a Ph.D. candidate in computer science. Both were o�ered
sample queries to become familiar with the system navigation. The
�rst user �nished the �rst 10 queries and the second the rest. All
results are concatenated into one single run before being submitted
for judgement.

For the expert run, one of the system designers used the Myscéal
system to submit the runs, which is labeled as expert* and the expert
processed all 48 topics.

To provide a comparable result for the novice run, we also sub-
mitted shortened versions of the automatic run taking into account
only the ad-hoc queries. We address this run by auto*. Also we
compare only the ad-hoc queries from the expert run also.

3.4 Results
The results of three di�erent runs of Myscéal are detailed in Table 2.
We used the interactive expert run as a reference for comparison
as Myscéal achieved the state-of-the-art performance in LSC’21 in
this manner.

Out of 48 queries, the expert run submitted images in 44 queries,
41 of which were considered solved; in other words, the results of
41 queries contained at least one ground-truth image. Meanwhile,
the automatic run could always �nd something for every query,
but only solve 28 queries. Of the 4,546 images submitted, 336 were
positive. Despite having a similar number of correct images to the
LifeSeeker’s runs, the automatic run of Myscéal achieved higher
scores in all metrics in Table 4. This is likely caused by Myscéal’s
approach of using temporal events and the keyword changes sug-
gested by the query expansion process. Furthermore, because of
the di�erent characteristics of the ad-hoc and known-item subtasks,
we compare the full automatic run and the shortened one in Ta-
ble 2 and Table 4. Due to the fact that ad-hoc queries have more
ground-truth images, most of the correct submissions come from
these queries (337 out of 366 images), and all precision scores of
this run are moderately higher. However, this caused a signi�cant
decrease in the MAP score, from 0.1366 to 0.0674.
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Table 2: Results of Myscéal’s runs.

Run Type #queries
attempted

#queries
solved/submitted

#images
correct/submitted

MAP P@5 P@10

Expert Interactive 48 41/44 783/1646 0.3980 0.4818 0.4614
Auto Automatic 48 28/48 366/4546 0.1366 0.1917 0.1521

Expert* Interactive 24 22/23 681/1484 0.2234 0.5478 0.5826
Auto* Automatic 24 16/24 337/2242 0.0674 0.2916 0.2291
Novice Interactive 24 19/22 430/1082 0.1302 0.4909 0.4273

Figure 6: Number of correct submissions for each topic from
the expert* and novice runs.

To assess the novice run, we examine the shortened (24 topic)
expert* run. The performance of the novice run is lower than that
of the expert*, which is expected. The number of queries submitted
is one query short of that of the expert* run. However, only 19
queries are considered to be solved. The novice users submitted
far fewer images than the expert user, with similar accuracy rates:
approximately 45% and 40% for the expert* and novice runs, re-
spectively. As Figure 6 shows, the performances of both runs are
competitive. The expert managed to �nd more correct images in 15
queries, fewer in 7 queries, and the same amount (equal none) in 2
queries (16007 and 16024) compared to the novice run.

Since trec-eval does not take into account submission time, we
further analyse the novice run by illustrating the time elapsed of
each image submission in Figure 7. Generally, there are no signif-
icant di�erences in speed when comparing correct and incorrect
submissions. The expert user tends to submit closer to the begin-
ning, whereas the novice submission times are spread out along
the allotted time. This could be explained by the level of familiarity
with the system.

Furthermore, when comparing the novice run with the auto*
run, the increase in the scores, especially those related to Precision,
could be due to human judgement (which is assumed to be more
accurate). The novice users could solve 3more queries. Nevertheless,

Figure 7: Time elapsed of each image submission from the
expert* and novice runs.

the di�erence in the number of correct images, covering 24 queries,
is only 93 images.

4 CONCLUSION
For the NTCIR-16 Lifelog-4 this year, we conducted 2 experimen-
tal studies using two separate retrieval systems, LifeSeeker and
Myscéal, which aims to evaluate the systems’ e�ciency for both
automatic and interactive manner. By implementing some query-
related processing techniques, we resolve more than 58% of the
queries on the automatic task. In terms of the interactive subtask,
Myscéal showed that the novice user underperformed the experts
as measured by accuracy rate (5% lower). Since both systems were
initially designed as interactive systems and adapted to partake as
automatic systems, it is likely that an optimised automatic system
will outperform these results.
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