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◼ Introduction

⚫ Real-MedNLP is a shared task workshop for medical language 

processing using actual medical documents (case reports and 

radiology reports). The goal of this task is to promote the development 

of practical systems that support various medical services.

⚫ The Real-MedNLP task has two corpus-based tracks (MedTxt-CR 

Track and MedTxt-RR Track).

⚫ We mainly participated in the evaluation of the following tasks:

• Subtask1-CR-EN, Subtask1-RR-EN (Few-resource NER)

• Subtask3-CR-EN (ADE)
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◼ Methods
⚫ We first tried several popular NER methods, such as sequence tagging, pointer 

network and span-based method. 

⚫ Then we used prompt learning (PL) to improve the span based method. 

• Define a prompt template,  like “[SPAN] is a [MASK] entity.”

• Construct input based on sentences, spans, and templates, “[CLS] [Sentence] [SPAN] is  a [MASK] 

entity. [SEP]”.

• Obtain the embeddings of the newly input based on pre-trained model.

• Combine the embeddings of span, span width, [CLS] and [MASK] to get final representation of span.

• Input final representation to a softmax layer, which yields a posterior for each span. 

PubMed BERT (pre-trained model)

[CLS] token 1 token 2 token 3 … token n token 1 token 2 token 3 is a [MASK] entity [SEP]

Span Example

𝑒𝑠𝑝𝑎𝑛
′

Max-pooling

𝑒𝑠𝑝𝑎𝑛 𝑒𝑚𝑎𝑠𝑘
Max-pooling

𝑒𝐶𝐿𝑆

𝒆 = 𝑨𝒗𝒈𝑷𝒐𝒐𝒍𝒊𝒏𝒈 𝒆𝒔𝒑𝒂𝒏, 𝒆𝒔𝒑𝒂𝒏
′ ⊕ 𝒘𝒍 ⊕ 𝒆𝒄𝒍𝒔 ⊕ 𝒆𝒎𝒂𝒔𝒌

Prompt Information

Subtask1:Methods
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◼ Pre-trained language models (PLMs)

⚫ We tried four pre-trained models in the medical field to improve 

performance, including BioBERT, Clinical BERT, Entity BERT and 

PubMed BERT.

⚫ In different model structures, PubMed Bert has the best effect, and our 

model (Span + PL) is better than other models

Subtask1-CR-EN training set 5-fold cross-

validation average results of sequence tagging  

with different pre-training models

Subtask1-CR-EN training set 5-fold cross-

validation average results of different models  

on PubMed BERT

Subtask1:PLMs
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◼ Data Augmentation (DA)

⚫ We used a generation approach to train a language model to learn the 

distribution of words and tags from the data for generating synthetic 

training data. 

◼ Model Ensemble (ME)

⚫ Use k-fold cross-validation to make full use of training data and select 

some good models as candidate ensemble models. 

⚫ Because we used several different structural models, the simplest 

result weighted average method was used for final result integration.

Subtask1-CR-EN training set 5-fold cross-validation 

average results on different technical points

Subtask1:DA and Model Ensemble
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◼Subtask1-CR-EN results for our submitted runs

◼Subtask1-RR-EN results for our submitted runs

Subtask1:Results



◼ We mainly consider the methods fine-tuning on the pre-trained 

language model, include prompt learning(PL) based method 

and multi-class classification method. 
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Subtask3:Methods

◼ Transfer Learning(TL):
⚫ Medicine and disease binary classification task

⚫ To judge whether the candidate is the correct 

answer to the masked position (original 

medicine or disease position)

◼ Two-stage Training:
⚫ The whole training stage is divided into two 

parts. 

⚫ The loss function of first stage is ACSL, the 

training steps are 0.8 * total training steps. 

⚫ The loss function of second stage is WCE, the 

training steps are 0.2 * total training steps.

Prompt Learning

◼ Patterns:

⚫ text_b, 'And it will ', self.mask, ' bring the 

adverse event.', text_a

⚫ text_a, text_b, 'And it will ', self.mask, ' bring 

the adverse event.’

⚫ "In this article, there is " + self.mask + 

"having the adverse event", text_a, text_b

◼ Verbalizer: 
⚫ "0": ["not"]

⚫ "1": ["unlikely"]

⚫ "2": ["probably"]

⚫ "3": ["definitely"]

Multi-class Classification



◼ Pre-trained language models

⚫ We tried three pre-trained models in the medical field to improve 

performance, including PubMed BERT, Clinical BERT and BioBERT.

⚫ In different methods, PubMed Bert has the best effect.

◼ Data Augmentation

⚫ BT: Back translation (Data augmentation)

⚫ KLD: KL-Divergence (Balanced data proportion)

◼ Ensemble

⚫ Use k-fold cross-validation to make full use of training data and select 

some good models as candidate ensemble models.

⚫ Two-stage ensemble: construct different 5-fold data to obtain the 

model ensemble results, and another weighted ensemble is used to 

obtain the finally result .
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Subtask3:PLMs, DA and Ensemble



◼ Subtask3-CR-EN training set 5-fold cross-validation 

average results of prompt learning
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Subtask3:Experiments

◼ Subtask3-CR-EN training set 5-fold cross-validation 

average results of prompt learning



◼ Subtask3-CR-EN (ADE) results for our submitted runs
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Subtask3:Results
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