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ABSTRACT

This paper reports on the achievements of Budget Argument Min-
ing subtask of the NTCIR-16 QA Lab-Polilnfo-3 task of fuys team.
We have assigned ArgumentClass and RelatedID in different ways.
ArgumentClass was assigned using BERT. We also thought that the
accuracy could be improved by adding the flag indicating whether
a speaker is a legislator or not (“giin-flag”). RelatedID was assigned
using keyword extraction with TFIDF. The results showed good
results for ArgumentClass, but the improvement in accuracy of
RelatedID could not be confirmed. Although there was a difference
in the results for the “giin-flag”, the difference was small, and no
advantage was found with or without the “giin-flag”.
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1 INTRODUCTION

We, fuys team, participated in Budget Argument Mining (BAM)
subtask of the NTCIR-16 QA Lab-Polilnfo-3 task [2].

We thought that BAM could be divided into two sub-sub-tasks:
ArgumentClass and RelatedID. When the author observed the
dataset ourselves and actually tried to manually annotate the Ar-
gumentClass and RelatedID, we assigned them in different ways
in each. We determined ArgumentClass by reading the content of
the minutes, and RelatedID by looking for keywords in the minutes
that could be used as keywords in the budget item. Therefore, we
thought it would be better to assign ArgumentClass and RelatedID
in different ways.

2 ANNOTATION

The author participated in the annotation of test and training data
for this task. In this section, I will show you how I determined the
ArgumentClass and RelatedID in the annotation.

2.1 ArgumentClass

We determined ArgumentClass by reading the content of the min-
utes. We read the utterances where a monetary expression was
present and determined the argument labels for that monetary
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expression. When determining the argument labels for monetary
expressions, we judged them from the sentence or clause in the
utterance in which the monetary expression is found. If we could
not determine it, we read the preceding and following sentences in
the utterance. We will explain how made those decisions, using the
minutes of the first regular meeting of Fukuoka City in 2nd year of
the Reiwa period as an example.

We labeled the monetary expressions that we could determine
from the utterance with the monetary expression as amounts that
had been decided or used in the past as “Premise : Past and Deci-
sions”. In the example on row of “Premise : Past and Decisions” of
the Table 1, we determined that the monetary expression in this
sentence is money spent in the past, since it says “>F- {304 &
H.(Fiscal Year 2018 Settlement of Accounts)”. We labeled monetary
expressions that appear in the utterance talking about estimates or
the proposed budget for the year as “Premise : Current and Future /
Estimates”. In the example on row of “Premise : Current and Future
/ Estimates” of the Table 1, we determined that they were talking
about the year in question, given that they say “4 7] O ff IE ¥
1% (Scale of this budget amendment is ...)”. We labeled the monetary
expressions in the factual and documented utterances as “Premise :
Other”. In the example on row of “Premise : Other” of the Table 1,
we labeled it “Premise : Other” because we determined that it was
a monetary expression that came up when talking about actual
income.

We labeled the monetary expressions as “Claim : Opinions, sug-
gestions, and questions” if we could determine that the utterance
with the monetary expression was the speaker’s claim. In the ex-
ample utterance on row of ‘Claim : Opinions, suggestions, and
questions” of the Table 1, we determined that it was the speaker’s
claim based on words such as “X & 72 & /& 5 (I think it should
be ...)”. In the example utterance on row of “Claim : Other” of the
Table 1, we labeled the statement “Claim : Other” because it is not
the speaker’s claim, but it reads as a development that the speaker
will now reject this proposal.

When a monetary expression is part of another noun or not a
monetary unit, as in the example on row of “It is not a monetary
expression” of the Table 1, it is labeled “It is not a monetary expres-
sion”. Monetary expressions that appeared as idiomatic expressions
were labeled “Other”, as in the example on row of “Other” of the
Table 1.

Thus, in our annotations, ArgumentClass determined the discus-
sion labels based on the content of the utterances in the minutes.
Therefore, we thought it would be better to design the system’s
methodology so that the system automatically determines the con-
tent of the minutes and label the monetary expressions.
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Table 1: Example of annotation(ArgumentClass)

argument label
Premise : Past and De-
cisions

example
EEMNMEAED S B R AHE
ML ORFEMHEELZHIN T 5
HLOVHFEFERFRLINTEDEL
T, FBSOEERA TIEMI7EM T
TTVET,

Premise : Currentand | 5 0] @ # F 8 & X, — & &
Future / Estimates FF135185,628 5 1 @ & ML R Al
£ EtesfEe 11 i M @B, &%
= F 3 59160 H @B I &

Ft167183,656 FHDENM & 7> TH
£,

AR ORBRENE, HEFrE233 71D
3 NFKET42757,100H &\~ S Fi &
D 2 FE RN B L

2B ZTEH LU CHEDOYIELEE
WTH B HERE D KIE 725 NI %
MBEZREEEEBWETH IEIZ
FEHEOERERDT, FAOH
MZEKbH £,

BAHED B TIE, EE R
DWTIR21EM ® DRI &4 % H IR
Bl FTFicAETE ekl &
S IZIBMANY TS — /T, 3
J32,000%E % 8 2 B4 & AL T,
1 N¥%72 0 D fREE 2,000, 7t
EioreEH Db 4300 AREH & L
FTE5&LTELET,

Premise : Other

Claim : Opinions, sug-
gestions, and ques-
tions

Claim : Other

Itisnotamonetaryex- | £ Z T, Hi N EkIER X2 O R Ak 5
pression HEEE, HIEDOZEFEIZ N,
Other HELE ITHTHELEL AT K

EFHboNENZDLIITHD £,

2.2 RelatedID

We searched for relevant budget items using words from the min-
utes that might be keywords. As before, we will use the minutes of
the first regular meeting of Fukuoka City in 31st year of the Heisei
period as an example.

In the case of the example in Table 2, we were able to determine
that the word “P& & (Childcare)” was the keyword. In the “descrip-
tion” of the budget item, we searched for this word as a keyword
and found the budget item “ID-2019-401307-00-000031” and were
able to determine that this could be tied to it. In the case of the
example in Table 3, we were able to determine that the words “E
J# B % (expressway)” and “i8 I #fifi(road improvement)” were
keywords. Using these words, we were able to determine that the
budget items “ID-2019-401307-00-000094” and “ID-2019-401307-00-
000096” could be linked from the “description” and “budgetItem”
of the budget item. We were also able to determine from the “cat-
egories” and “departments” that these budget items could be tied
together.

If a keyword could not be found, it was searched from the pre-
ceding and following sentences in the utterance. We also tied the
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Table 2: Example of annotation(Cases with one RelatedID)

HEtLoMEIZ>EXELTlE. HEEFr
OEBBELETLEME LT,
E BT FTNEMEDF & LIS
L0, SER25EE D 529 EE D 5 FE
T, HEAER 3 J95,000/9 D FE I A,
Hifg, REIS U7 BERAK4 HHO
BN RSGEER fToNTE D £,
RE
ID-2020-401307-00-000031(% 2 & H - £#
BDFRE)

utterances

keyword
RelatedID

Table 3: Example of annotation(Cases with multiple Relate-
dID)

fE R T ERE R R 1 S8 5 A TEIE
MZf2 5 6 SFOEEIZDWVWTEDT
N B A ] v 3 B RE A 1 oD R D T
F 7RI E T 5 E HOMBEREIL
BfEs 823fBH & o TWVWE T,

1 T T G I R
ID-2019-401307-00-000094CE &G D X S
1)
ID-2019-401307-00-000096 (s 113 &) & &
2 A)

utterances

keyword

RelatedID

same budget items to all the monetary expressions that had the
same meaning in the minutes. The “8,823{%[J(882.3 billion yen)”
in Table 3 appeared several times in the minutes, all of them with
the same budget line item.

When searching based on keywords, it was determined that the
budget item “description” and “budgetItem” would be necessary in
finding the relevant budget item. From this, we thought it would
be a good idea to extract feature words from the utterances in the
minutes, find those words in the budget items, and link them to
RelatedID.

3 PROPOSED METHOD

The system’s methodology was based on our experience with an-
notation. Thereby, we thought it would be better to assign Argu-
mentClass and RelatedID using separate methods.

3.1 ArgumentClass

We will use BERT to assign argument labels to ArgumentClass.
BERT is a model proposed by Google in 2018 that outperforms
existing models on a variety of language tasks [1].

We extract the utterances with monetary expressions from the
utterances in each the minutes, analyze them, and assign discus-
sion labels to ArgumentClasses. We divide each utterance using “
(comma)”, “, (period)” and space as separators in the minutes, as
shown in Table 4, and define a “divided-sentence” as one in which
a monetary expression appears. If a “divided-sentence” is too short
(15 characters or less), it should be combined with the preceding
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Table 4: Example of splitting sentence for ArgumentClass

NIV AHOLZEZHEET, 2
BB EICEEEREE, BoEM
BEEELVZLET, HREIZASIZ
Fan, ZOBE mEVWELEY, F
T, HEY S BIMERGEE -SRI
WOEBHEI REINELEZOT, TO
BELx2%(232H8HBFTIZENMNWE
LTEBEF L7 RIZ, EBEZEDS
EEREHE 1 EROE25REIN
FLEZDT, TOEL%ZBTFILITEN
WL TEEE LR Wiz, HGHEK
HEHE1005:F13H K A H 1255
F2HEDOMEIZE Y, BFLICH AW
7ZUTHBY ETHARERSE —EBEXRD
EBVEEIIBVWTHAEDIRE % E
WL THEEFE L DLETHREZK
HhEI,

NIV AHOSEHZHEEET
Ribbks 2 REENRER
BB e RA VL UET
HFEIZABIZHNL B, TR s W
ZUET

Before division

After division
SHOBHPEHEINELZDT
TOEL%xES2H8HBFITEN
WL TEEFELE

WL, BEEZEPSHEEREE TS,
U250 REEINELZDT
TOEHEUEBTFRICEMNVNEUTES
FL~

IZ, MG HEREFE100RF1BHEHL O
EHRIEE 1255 2 THOMEIZ & D
PFRICHMNNEUTE Y ETHAEIR
BHE—-EROLPVEREIIPVWTE
BOREZIRENVZLTEEELE
UETHREZXKDOOET

“divided-sentence” to make it new “divided-sentence”.

3.1.1 About the model.

Our model is based on the argument labels as labels for document
classification, fine-tuned by BERT. The training data will be used
to create our model. We use argument label attached to each the
monetary expression as the label for the corresponding “divided-
sentence”. We used a Japanese language model for BERT pre-trained
called “cl-tohoku/ bert-base-japanese-whole-word-masking!” cre-
ated by the Inui-Suzuki Laboratory at Tohoku University. To im-
plement the BERT-related part of the proposed method, we used
“BeltForSequenceClassification”, a class for document classification
in Transformers, an open-source library developed by Hugging
Face. Our model was created with an epoch of 10, a batch size of
20, and a learning rate of 10~ and maximum input length of 430.

Uhttps://github.com/cl-tohoku/bert-japanese
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By fine-tuning against this pre-trained model, we have created our
model that classifies into seven argument labels.

3.1.2  About the “giin-flag”.

Our model described in the previous section is a classification
based only on the content of the utterances. However, when we
actually read the minutes and assigned ArgumentClass to them,
we sometimes judged the label based on the speaker’s position as
well as the content of the utterance. In addition, the ratio of labels
sometimes changed depending on the speaker’s position.

For example, in the first regular meeting of Fukuoka City in
Heisei 31, special positions such as mayor and director were not
labeled with Claim. Therefore, we want to add a dimension called
the “giin-flag”, which determines whether the speaker is a legislator
or not, in order to find Claims. In the local assembly, we determined
that a person whose “speakerPosition” was “i#% E (legislator)”, and
in the National Diet, a person whose “speakerPosition” was “NULL”
and whose speaker was not the chairperson of the committee.

We combined the “giin-flag” with the dimensions of the output
vector of the final layer of BERT corresponding to the CLS tokens.
We then created a different model than our model described earlier.

3.1.3  Granting method.

Before we used our model, we went through the process of
looking at the pre-extracted monetary expressions and labeling
those that were not monetary expressions as “It is not a monetary
expression”. The term “not monetary expressions” here refers to
monetary expressions with units that are not in “F(yen)”, such as
“kw” and “TEU”, or that do not have a circle at the end, such as “"/
—2 74 737 > Z(work-life balance)”. However, “fEf}(free)”
was excluded.

We then used our model created for the “divided-sentence” cor-
responding to each the money expression to perform inference and
assigned argument labels to ArgumentClass. However, if there is
more than one monetary expression in a “divided-sentence”, all
monetary expressions that appeared in the “divided-sentence” were
given the inferred label for that “divided-sentence”.

3.2 RelatedID

We assign relevant budget items to RelatedID by keyword extraction
using TFIDF. We used “genism?” library to calculate the TFIDF.
TFIDF is used to extract keywords in units of sentences that further
divide the utterance in the minutes, as shown in the red frame in
Figure 1.

We divided the utterances in the minutes using . (period)” and
space as separators, as shown in Table 1. If a sentence is too short
(less than 200 characters), it should be combined with the subse-
quent sentences to make it a single sentence. We used “sudachipy>”
for the word segmentation. The tokenizer used the C mode. The
candidate words for keywords were nouns that appeared in the
minutes, were not numerals, and had at least three letters.

The method of assignment is to calculate TFIDF for all utterance
sentences in the units described above. The words with the highest
TFIDF value in the sentence corresponding to each monetary ex-
pression are then sequentially examined for their presence in the

2https://radimrehurek.com/gensim/
3https://github.com/WorksApplications/SudachiPy
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utterance1

| Utterance3 ‘

minutes2 |

utterance3

minutes3 ‘

File of Minutes TFIDF

Figure 1: Scope of TFIDF

“budgetItem” and “description” of the budget item for that meeting,
as shown in Figure 2. The budget items to look for are looked at
from the youngest number in the “budgetld”. If the keyword exists
in a budget item, assign the “budgetId” to the monetary expressions
as the related budget item.

budgetld | ID-2019-401307-00-000031
budgetitem | &L L TEARBETCHONS5E

search o<y
description YN %‘ﬁ‘ﬁﬁ%@igﬁﬂt:
—— HOLBHRE HE £ #RT
money expression | —5 _______ B, BERAL OB
key word RE LSRR ICH T > THIPERE O E(T
related|D 1D-2019-401307-00-000031 FHFS RS D & &
hit Hic, EREAORELICH
T BREPARPH - (P S
WHEDKIEEITL, BRRE
Fi~ O SAIAR IE A BEHRA L %

%,

Figure 2: How to search for RelatedID
4 RESULTS

We will evaluate each of the test and training data for this task. We
will also evaluate the results with and without the “giin-flag”.

4.1 Calculation Method
The evaluation index is the score shown in the following equation,
which is described in the overview paper of Budget Argument
Mining subtask [2].
1
Srip|

Score = Z{ACC(x, y) X RIDC(x,y)}
XY

x and y mean the same monetary expressions of input and the
gold standard data respectively. Sgrp means a set of monetary
expressions in the gold standard data whose RIDs is not null, as
shown in the following equation.

Srip = {yly.RIDs # null}
ACC means whether an AC of monetary expressions is correct
or not, as shown in the following equation.
0 (x.AC #y.AC)

ACC(x.y) = {1 (x.AC = y.AC)
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Table 5: Example of splitting sentence for RelatedID

IhEW AHOLZEZHEET, &3
EABBICEEERER. AoEH
ZEERZVZLET, HEIZASIZ
Hih, ZOB WmEVWEZLET, F
3, HEYS KRS EE -ERICE
HOEHI IRBINEFLEZDOT, D
BELx2XE52H8HBFLIZEMNWE
LTHBEFELRE RIZ, BEEZENS
EERGHE 1 S ROE 25/ BEIN
FLAZDT, TOELEBFILITEN
W/zLTEEE LA iz, AWK
HEHE1005: B 13E L AEH 1255
F2HEDOMEIZEL Y, BFLITHA N
7ZLTHY ETEHARERSE —EBERD
EBVEBEIIBVWTHAEDIRE % IiE
WL TBEE LA UETHERZK
b FEF,

IhEVW AHOLZEZHEET, &2
REAEBICERERER, AoEM
HARELWIZLET
HFEIZABIZHENL B, OB #E W
UET, £9. TE»SBMKHRES
FERICEHROFHIIEHINEL
7-DT, TDOELA2EBD2H8HBTF
TTIZEMWEZLTEEELE

K BEEEEDNSEEREE T 5K
CHE2E5REINELEZDT. TD
BELUABFTIIENWEZLTEEEL
Tzo WRIT, MG EHEESE100558130E &%
VCEBIHAE1255 5 2 THOHEIZ &
D, BELICEMVELTEY £ 75
BRERE—-ERDOLBVHZEIIBWV
THBOREZRENZLTEEEL
7z

DETHEZEDOD T

Before division

After division

RIDC means whether an input RID is included in the RIDs of
the gold standard data or not.

0 (x.RID ¢ y.RIDs)

RIDC(x,y) =
1 (x.RID € y.RIDs)

4.2 'What the results show

The results for the case without the “giin-flag” in the test data are
shown in Table 6, and the case with the “giin-flag” is shown in
Table 7. The results for the training data without the “giin-flag” are
shown in Table 8, and the results for the data with the “giin-flag”
are shown in Table 9.

We made comparisons between results with and without the
addition of the “giin-flag”.

In the test data, the score was 23.40% for “all” both with and
without the “giin-flag”, with no difference. In all cases, only a differ-
ence of less than 5% points could be confirmed in the percentage of
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Table 6: results of test data (no giin-flag)

local diet all
score | 23.91% 0% 23.40%
ACC | 59.56% | 38.46% | 56.92%
RIDC | 34.78% 0% 34.04%

Table 7: results of test data (giin-flag)

local diet all
score | 23.91% 0% 23.40%
ACC | 55.38% | 41.54% | 53.65%
RIDC | 34.78% 0% 34.04%

Table 8: results of training data (no giin-flag)

local diet all
score | 21.82% | 72.73% | 23.43%
ACC | 87.90% | 87.27% | 87.82%
RIDC | 24.19% | 73.73% | 25.71%

Table 9: results of training data (giin-flag)

local diet all
score | 21.24% | 72.73% | 22.86%
ACC | 88.00% | 89.09% | 88.14%
RIDC | 24.19% | 73.73% | 25.71%

correct answers in the ArgumentClass, and both “local” and “diet”
did not work.

In the training data, the score is higher when the “giin-flag” is
not present, but the difference is only 0.57% points for “all”. In terms
of the percentage of correct answers for ArgumentClass, the correct
answer was higher with the “giin-flag” in all cases of “local,” “diet,”
and “all,” but by less than 2% points in all cases.

5 CONSIDERATION
We will consider ArgumentClass and RelatedID separately.

5.1 ArgumentClass

We used the “giin-flag” to improve the accuracy of ArgumentClass.
As noted in Section 4, there was little difference in the percentage
of correct answers with and without the “giin-flag”. When we ex-
amined the post-experimental test data, we found that models with
the “giin-flag” slightly increased the number of Claims attached.
However, there is no difference in the number of correct answers
in the Claim, which is not in line with the intention of being able
to correctly extract the Claim from the speaker.

We looked at monetary expressions that have different correct
and incorrect answers depending on the presence or absence of a
“giin-flag”. Examining the cases in which the correct answer was
given only when the “giin-flag” was not present, we found that
many of the cases with the “giin-flag” made mistakes by outputting
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Table 10: Correct only if there is no “giin-flag”

speaker A
utterances o oFHAMNE AN KITHE

D20184FE D IE BN 4 Jk5,0640

4 Jk5,0641%

Premise : Past and Decisions

: Current and Future / Esti-

monetary expression
giin-flag (wrong)
no giin-flag (correct)

Premise
mates

Table 11: Correct only if there is “giin-flag”

speaker 1

utterances SRR D ) — i 2 PR
BB 666fEME 2D L

monetary expression | 8,666/

giin-flag (correct) Premise : Current and Future / Esti-

mates

no giin-flag (wrong) | Premise : Past and Decisions

“Premise : Current and Future / Estimates”, as shown in Table 10.
When we examined the cases in which the correct answer was given
only when the “giin-flag” was present, the opposite of the afore-
mentioned case was found, where the output “Premise : Current
and Future / Estimates” was often the correct answer, as shown in
Table 11. The most common training data used to create the model
was “Premise : Current and Future / Estimates”. We attributed this
result to the fact that models with congressional flags were more
affected by this effect.

5.2 RelatedID

RelatedID was not able to achieve high accuracy in both training
and test data. Based on the results, we thought that the low score
was due to the low accuracy of RelatedID. We believe that there
are two main reasons for the failure to achieve high accuracy with
RelatedID.

The first reason is that the words split by word segmentation
may not appear in the budget items. As an example, words such
as “EEE ¥ (expressway)” and “ A T. F(Artificial island)”, which
appear in the minutes of the first regular meeting of Fukuoka City
in Reiwa 2, do not appear in the budget for that year. Our system
looks for the extracted words directly from the budget items, so we
cannot get to the correct budget item.

The second reason is that the TFIDF values of words we can
determine to be keywords are not high enough or words cannot be
extracted. As an example, words that are commonly used in budget
meetings, such as “HZE (project cost)” and “¥4J < (payment)”,
are extracted as words with high TFIDF values. In addition, the
TFIDF values for words that we can determine to be keywords, such
as “J& FH 3% B % 4 (employment adjustment subsidy)”, are some-
times the lowest. There are times when a word that we can see as a
keyword is not in the sentence in which the monetary expression
appears. As a result, the correct keywords are not extracted, and
unsuitable budget items are linked.
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5.2.1 Solution.

As a solution to the first cause, we believe that linking synonyms
will improve accuracy. As mentioned above, there is no word =0
JE [ (expressway)” in the budget item. However, words like “F{#i
JE % (main road)” and “JE & D #{if(Road maintenance)” do appear.
Therefore, we believe that if we can link them as the same meaning,
we can link the budget items that were not linked in this study.

As a solution to the second cause, we believe that dividing utter-
ances into categories will improve accuracy. The meetings of the
Congress take the form of all-at-once questions and answers system.
It is characterized by the fact that a single utterance may contain
several agenda items, and that people rarely talk about the next
agenda item until they have finished talking about one. Therefore,
we believe that categorizing utterances by ministry, department, or
office will increase the scope of the TFIDF and increase the TFIDF
value of words that we can determine to be feature words. In our
method, the budget items were searched in order of the youngest
budgetld number, so if the TFIDF value of a word that was not
a keyword was high, it was easy to link unrelated budget items.
As shown in the example in Section 2, budget items may also be
determined from “categories” and “departments”. Therefore, we
believe that if the categories of statements are known, it is easier to
find the correct budget item, as many budget items can be narrowed
down by category.

6 CONCLUSIONS

We proposed a BERT-based method for ArgumentClass and a TFIDF-
based keyword extraction method for RelatedID.
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The method using BERT gave relatively good results. In addition,
a comparison was made between those with and without the added
dimension of the “giin-flag”, which is attached to determine whether
a person is a legislator or not. Although there was a difference in
results with and without the “giin-flag”, the difference was small
and no advantage was found in either case.

The method using TFIDF showed sluggish accuracy and low
results. There are two reasons for this: the words that we split by
word segmentation may not appear in the budget items, and the
TFIDF value of the word we can determine to be a keyword is low
or cannot be extracted. We believe that these causes can be solved
by treating synonyms as the same word and separating utterances
by agenda.
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