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ABSTRACT

In order to achieve the goal of the CET sub-task of the NTCIR-16 RCIR, we applied and compared five regression models: Linear Regression, Random Forest Regressor, Gradient Boosting 
Regressor, eXtreme Gradient Boosting (XGB) Regressor, and Voting Regressor. As the results of the analysis, we found that Gradient Boosting and Random Forest Regressor generally 
show better performance with Spearman’s 𝜌 of 0.53 and 0.57, respectively. And the feature importance analysis indicated that each participant shows different eye-tracking tendencies 
for their reading comprehension. 
Findings in our work may bring insight into the understanding of human reading and information seeking processes with the help of eye-tracking systems by applying various regression 
models.

Methods RESULTS

SUMMARY

 The actual results of the submitted data 
from NTCIR-16

 Gradient Boosting and Random Forest Regressor
show better performance.

 Gradient Boosting Regressor, Random Forest Regressor, and XGB Regressor
perform better with the prediction values reside from 0 to 3. 

Feature Importance
Analysis

• RATE_X_BWD
• RATE_BLINK
• FIXA_X_FWD_tr_max
• FIXA_X_FWD_max-min

We applied and compared five regression models in order to predict the comprehension score based on participants' reading data and eye-tracking metadata
 Gradient Boosting and Random Forest Regressor showed better performance with the Spearman’s 𝜌 values of 0.53 and 0.57.
 [RATE_X_BWD, RATE_BLINK, FIXA_X_FWD_tr_max, and FIXA_X_FWD_maxmin] affected to the prediction result highly as the important features.


