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ABSTRACT

This paper describes the system and results of Team KSU work on
the NTCIR-16 Data Search 2 IR subtask. The documents covered
by this task consist of metadata extracted from the governmental
statistical data and the body of the corresponding statistical data.
The metadata is characterized by the fact that its document length
is short, and the main body of statistical data is almost always
composed of numbers, except for titles, headers, and comments.
In the previous studies on ad hoc search for statistical documents,
most of the ranking methods used only the metadata of the sta-
tistical documents, and there are few methods of using the con-
tents of the tables of statistical data. However, ranking methods
using only metadata have not been able to achieve the same or bet-
ter performance compared to conventional ad hoc search for text
documents. Therefore, in this paper, we propose a method that em-
ploys features of the table body of statistical data and a re-ranking
method based on neural network models used in neural search, and
verify how much the ranking results are improved. For the features
of the main body of the table, we use eight types of features, four
from the main body of the table and four from the whole table. As
a neural search method, we use a re-ranking method based on the
scores predicted from the features obtained by BERT and MLP. The
results of the experiment showed that the method combining cate-
gory search and BM25 resulted in nDCG@10 of 0.314 for Japanese
and that of 0.069 for English. The results showed that Japanese
ranked 2nd and English 6th among all teams.
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1 INTRODUCTION

In recent years, there has been progress in the development of in-
frastructures for the effective use of public data held by various
organizations as open data, and the importance of ad hoc search
infrastructures for statistical data, a type of open data, is increas-
ing. For example, statistical data is considered to play an important
role in fact-checking in order to deal with fake news, which is be-
coming a social problem. In general, statistical data released by the
government and industry organizations are considered to be of a
certain quality, and by comparing and contrasting these statistical
data with information whose authenticity is uncertain, it is possi-
ble to check whether the information is consistent or not.
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In NTCIR-16 Data Search 2[5] , there are three subtasks to sup-
port fact-checking using statistical data: the IR subtask, which takes
the text to be fact-checked as input and retrieves relevant statistical
data; the QA subtask, which identifies and outputs answers from
the retrieved statistical data; and the UI subtask, which intuitively
presents the output results to the user. In this paper, we describe
the system and results of Team KSU in the NTCIR-16 Data Search
2 IR subtask.

In the previous studies on ad hoc search for statistical docu-
ments, most of the ranking methods used only the metadata of the
statistical documents[11][6][7], and there are few cases where the
contents of the main body of the statistical data are utilized. In
addition, ranking methods using only metadata have yet to show
equivalent or better performance compared to conventional ad hoc
search ranking for text documents. Furthermore, neural search[1],
which has been actively researched in recent years as a method to
improve the performance of conventional ad hoc search methods
for text documents, has so far failed to show much better perfor-
mance than BM25[4] in ad hoc search for statistical documents.

In this paper, we propose a method that employs features of the
main body of a table of statistical data and a re-ranking method
based on a neural ranking model, and examine the degree to which
the ranking results are improved. As features of the main body of
the statistical data table, we use eight types of features, four from
the main body of the table and four from the entire table. As a
neural ranking model, we adopt a re-ranking method with scores
predicted from the features obtained using BERT and MLP. The
re-ranking method based on the scores predicted from the features
obtained by BERT and MLP has shown relatively high performance
in ad-hoc retrieval of Wikipedia tables[2], and we will verify how
well it works for statistical documents of various sizes and struc-
tures, which are the target of this task.

2 DATA COLLECTION

The statistical document dataset used in this task is collected from
the government statistics portal site (e-Stat) and Data.gov, and each
statistical document consists of a pair of metadata and statistical
data, as shown in Figure 1. Examples of metadata and statistical
data are shown in Figures 1 (a) and (b), respectively.

Statistical data consists of one or more tables. Figure 2 shows a
single statistical data, and the tabs surrounded by a boxed area of
(a) indicate that there are multiple tables in a statistical data.

A table is composed of a title, a column header, a row header,
and a body. The boxed area of (b) in Figure 2 represents the title.
The title may be composed of multiple cells.

The boxed area of (c) in Figure 2 shows the column header. The
column headers are sometimes separated by a line break in a cell,
and the hierarchical structure of the header contents is expressed
by double-byte spaces. In some cases, the hierarchical structure of
the header contents is expressed in multiple cells.
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(b)statistical data

(a) metadata

Figure 1: Examples of metadata and statistical data that
make up a statistical document

The boxed area of (d) in Figure 2 represents a row header. Sim-
ilar to the column header, the hierarchical structure of the header
contents may be expressed in one cell or multiple cells.

The boxed area of (e) in Figure 2 represents the main body. The
body consists of multiple cells, and the value of each cell is ex-
pressed as a numerical value in most cases.
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Figure 2: Examples of components of statistical data

Statistical data corresponds to a file of statistical data itself, saved
in a format such as xls, csv or pdf. It contains one or more tabular
data, and while the title and the header of the table contain usual
non-numeric text, the body of the table is almost always composed
of a very large amount of numbers. Table 1 shows the distribution
of file formats for statistical data.

The metadata are extracted from the data described in the intro-
duction pages of e-Stat and Data.gov statistical data. The metadata
is a JSON format file and consists of the id of the statistical data,
the URL of the introductory page of the statistical data, the title of
the statistical data, as well as a description describing a brief sum-
mary of the statistical data, the URL of the statistical data itself, the
file format, the variable name representing the file name, etc., and
the corresponding values.

Table 2 shows the mean and standard deviation of the usage ra-
tio of numerical and non-numerical words in the statistical data, as
well as the total number of statistical data. To determine the usage
rate of Japanese words, all strings in the statistical data were di-
vided into words using MeCab, a Japanese morphological analyzer,
and a word was considered to be a numeric word if all the charac-
ters constituting a word were ascii numerals, and a non-numeric
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Table 1: Distribution of file formats for statistical data

(b) English (Data.gov)
file format frequency
df 47260
(a) Japanese (e-Stat) X_gzip 17099
file format | frequency html 9296
xml 4443
xls 686436 csv 2919
csv 568042 plain 2761
pdf 49124 none 2542
xlsx 34794 json 1938
rdf+xml 1484
xlsm 6 octet-stream 1430
ms-excel 753
sheet 568
14 other formats 948

word otherwise. From Table 2, we can see that numeric words are
used at an average rate of about 0.79 and 0.60 in Japanese and Eng-
lish, respectively.

Similarly, Table 3 shows the mean and standard deviation of the
percentage of use of numeric and non-numeric words in the meta-
data, as well as the total number of metadata. In the metadata, non-
numeric words are used at an average rate of about 0.92 and 0.99
in Japanese and English, respectively, indicating that the rate of
non-numeric words, which are easy to be useful as search clues, is
larger than in the statistical data.

Next, we explain the document length of metadata. In metadata,
values corresponding to variables other than title and description
variables are not always easy to be useful for retrieval, such as
document id or source URL. Therefore, this paper considers a pair
consisting of values of title and description variables to be a meta-
data document. Table 4 shows the mean and standard deviation of
the number of words in each of the metadata title and description
variables, as well as the mean and standard deviation of the num-
ber of words in the values of both variables. Here, the number of
words in Japanese is the number of segmented results as words
obtained by MeCab, a Japanese morphological analyzer.

Table 2: Ratio of use of numeric and non-numeric words in
statistical data

Language Numeric Non-numeric | Total number of
words words statistical data
avg. | std. | avg. | std.
Japanese | 0.786 | 0.221 | 0.213 | 0.221 1,338,402
English | 0.595 | 0.082 | 0.505 | 0.465 92,930

Table 3: Ratio of use of numeric and non-numeric words in
metadata

Language Numeric Non-numeric | Total number
words words of metadata
avg. | std. | avg. | std.
Japanese | 0.076 | 0.023 | 0.923 | 0.023 1,338,402
English | 0.011 | 0.022 | 0.988 | 0.022 92,930
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Table 4: Word length used in metadata

Language title description | title and description
avg. | std. | avg. | std. | avg. std.
Japanese | 36.2 | 16.7 | 20.0 | 8.2 56.2 21.2
English 115 | 7.6 | 98.3 | 849 | 109.9 86.9

In ad hoc retrieval, various documents such as web documents,
academic papers, discussion forums, internal documents of gov-
ernments and companies, news and social media articles, etc. have
been used as retrieved documents. These documents are character-
ized by the fact that they are mainly written in natural language
such as sentences used in daily life. For example, about 30,000
words[12] are used for a relatively long document such as a novel,
and about 330 words[10] are used for a relatively short newspaper
article.

On the other hand, the average number of words in Japanese for
the variables title and description, which are described in natural
language and are easy to be useful as search clues in the metadata
targeted in this paper, is about 56 words, and the average number of
words in English is about 109 words, both of which are very small.
Therefore, even if the metadata contains a large percentage of non-
numeric words, the number of words is small, and it is difficult to
obtain search results that adequately satisfy the query by simply
applying conventional ad hoc search methods.

3 PROBLEM FORMULATION

In this section, we formulate the problem to be addressed in this
paper. First, let the query set Q and the document set to be retrieved
D be represented as:

Q={q}

where a query g; represents one or more word sequences w

D ={d;} 1)

qi , qi
. 1°W2o
.,wZ’q_ given in a single search, and a retrieved document d; is
1
represented as a pair of metadata m; and statistical data ¢;.

dj=(mj,tj) (2)
Also, tj is represented as a tuple of table 7; ; because it could
have multiple tables.

®)

The set of documents in the document set to be retrieved D that
are relevant to the query g; is represented as:

tj = (le, cee Tjk)

©)

In addition, we denote by Rmnk (a5 d;]i,+) the ranking list of doc-

Dq,-,+ — {d;]i,+}

ument sets D" related to the query g;, sorted in descending order
by the ranking function rank(q;, d?i’+).

The goal of the problem we tackle in this paper is to obtain
from a set of statistical documents D an appropriate ranking re-
sult resultq, of the document set that is relevant to the query g;.
That is

®)

resultqi = Rrank(qi,d?i'Jr)
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4 CATEGORY SEARCH

We propose a method to refine the set of retrieved documents by
categories in order to properly reflect the intended search range of
user queries[8][9]. During indexing, we assign a category to each
document to be retrieved using a text classifier and register it as a
new document set to be retrieved with categories. At the time of
retrieval, the categories are estimated from the query using a text
classifier, and only the retrieved documents belonging to the esti-
mated categories are ranked and the retrieval results are returned.
The category set is determined by the following procedure.

First, we collect all search results obtained by nine different
queries meaning “e-Stat” in the site search of Yahoo! Chiebukuro,
one of the Japanese community question and answer Web ser-
vices. Since the query may be included in either the question or
the answer, or both, we extracted from the collected question-and-
answer items those whose answers contained links to e-Stat, and
listed the category to which the corresponding question belonged
for each of them. In the same way, we extracted questions and an-
swers that contained links to Data.gov from the English commu-
nity question-and-answer Web service Yahoo! Answers, and listed
the categories to which the corresponding questions belonged. In
this way, we defined a category set consisting of 10 categories used
in both Yahoo! Chiebukuro and Yahoo! answers.

Next, we construct a text classifier to estimate the categories.
For each item in the collected question-answer item set, we ex-
tracted words with the parts of speech of nouns and verbs, and
used the average of the distributed representations by fastText of
the corresponding words as the feature vector for each item. Us-
ing this feature vector and the correct answer categories, a text
classifier was trained by using SVM.

5 DATA AUGMENTATION

In order to compensate for the short document length of the meta-
data, we adopt a method to extract the header information of a
table from the statistical data itself and add it to the document to
be retrieved [8][9]. Specifically, we examine the number of non-
empty cells in each row or column of the statistical data in order,
and extract the column or row header according to the change in
the number of non-empty cells. The extraction procedure for ex-
tracting column headers is shown in Algorithm 1. First, the input
statistical data is denoted by sd, and the variable prev, which stores
the number of non-empty cells in the previous row, is initialized
with 0, and the variable hdr_col, which stores the column head-
ers, is initialized with an empty list. The number of elements of
sd.rows, which stores the sequence of each row of the statistical
data as a list, is stored in max_row.

Then, repeat the following from line 1 to line max_row. Let
unempty_cells() be the method that filters and extracts only the
non-empty cells from the list of cells, and returns the result as a
list. Apply unempty_cells() to sd.rowsl[i], the list of cells in the
ith row, and obtain the list of non-empty cells in the ith row. Store
the number of elements length of the list of non-empty cells in the
ith row in curr. The number of non-empty cells in the first i — 1th
row is stored in preo.

If curr is greater than prev, add a list of non-empty cells in the
ith row at the end of the column headerhdr_col using the append()
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Algorithm 1 Extracting column headers from statistical data

Input: statistical data sd
Output: column headers hdr_col

prev =0

hdr_col =[]

max_row = sd.rows.length
fori=1,...,max_row do

curr = sd.rows[i].unempty_cells().length
if curr > prev then
hdr_col.append(sd.rows[i].unempty_cells())
end if
prev = curr
end for
return hdr_col

method which adds another list to the end of a list. Update prev
with curr and move on to the next row.

When the iteration finishes, return the column header hdr_col
to h;"l . h;"l contains the list of rows that contains non-empty cells
corresponding to the column headers. For the row headers, the pro-
cess is performed as in Algorithm 1, where the rows and columns
are interchanged, and the header h".°" is extracted. The extracted
header information is added to the metadata m; to create a docu-
ment d;'”'h that compensates for the short document length of the
metadata.

6 FEATURES USING THE MAIN BODY OF THE
TABLE OF STATISTICAL DATA

In order to make effective use of the clues in the main body of a
statistical data table, we extract various features that focus on the
structure and content of the table.

First, we decided to use the four types of features that can be ob-
tained only from the table body, as shown in Table 5. These are the
formal features of the table body and are denoted by Fg. These are
the ones used in a previous study [13]. #Rows, #Cells, and #Emp-

Table 5: Features obtained from the table body only

Table feature items | Table feature description

#Rows Average number of rows in each table
body in statistical data

Average number of columns in each
table body in statistical data

Average number of empty cells
appearing in each table body in statistical
data

The total number of predicates for the
corresponding object in DBpedia when
each word in the main body of the table
is regarded as an RDF object

#Cols

#EmptyCells

#InLinks

tyCells are the average number of rows, columns, and empty cells
in each table body in statistical data, respectively. #InLinks is the
average number of predicates for each object in DBpedia [3] RDF
per statistical data, when each word (mainly numeric) in the table
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body is considered as an object in RDF. DBpedia is a resource of
RDF format LOD (Linked Open Data) based on Wikipedia.

Table 6: Features obtained from the entire table

Table feature items | Table feature description

hitsLC Frequency of occurrence of query tokens
in the leftmost column of the entire table

hitsSLC Frequency of occurrence of query tokens
in the leftmost two columns of the entire
table of statistical data

hitsB Frequency of occurrence of query tokens
in the entire table of statistical data

qInPgTitle Ratio of the number of query tokens in
the title to the total number of tokens in
the title of the metadata

In addition, we decided to use four types of features obtained
from the entire table, as shown in Table 6. These are features that
use specific zones of the statistical document, and are denoted by
Fr. These features were also used in a previous study [13]. hitsLC
and hitsSLC are the frequency of query tokens in the leftmost and
leftmost two columns of the entire table, respectively. hitsB is the
frequency of query tokens in the entire table. gInPgTitle is the ratio
of the number of query tokens in the title to the total number of
tokens in the metadata title. Both values are averages for one or
more tables in a statistical data set.

From now on, we will denote the Fg and Fr features extracted
from statistical documents together as F; .

7 RE-RANKING METHOD USING BERT AND
MLP

An overview of the re-ranking method using BERT and MLP is
shown in Figure 3. First, the input to BERT is a query and the en-
tire table of statistical data. If we denote the query as g; and the
sequence of values in each cell of the Ith row of the table 7; ;. in the
statistical data t; as pj . ;, then the input token sequence S7-Fix!
to BERT is as:

§%Prkl = [[CLS], qi, [SEP], pj 1. [SEP]] (6)

where [CLS]and[SEP] are special tokens that are inserted at the
beginning and the end of the token sequence, respectively. Let
BERTcrs() be the function that returns the output of the BERT

model corresponding to the [CLS] token and fgg’;jTl be the fea-

ture vector for the statistical data t; obtained from BERT.

istj 1 D
forgr = 7 Sk ZIBERTCLs (ST0Pik1)

™)

Next, we use the query, metadata, and the entire table of sta-
tistical data as input to the MLP. Here, we use the 8-dimensional
feature vectors in Table 5 and Table 6 as input. Let Uai’mj Y/ be the
input feature vector, MLP() be the function that returns the out-

qi,mj,

put from the MLP model, and fM Ip t be the feature vector for the

!Because of BERT’s restriction on the length of the input token sequence to 512 or
less, only the leftmost 512 token sequence of each row is used as input.
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Table 7: List of methods to be evaluated

Runs Method name (Initial) Data Category | Table | Features of the | Re-ranking
ranking | augmentation | search | clipping table body method
method

BM25 DA Cat Clip Frap BERT
(F B+ FT) +MLP

RUN-{E, J}-{1, 2} | Cat+Clip+F;4;+BERT+MLP v v v v v v

RUN-{E, J}-{3, 4} | Cat+F;4,+BERT+MLP v v v v v

RUN-{E, J}-{5, 6} | Clip+F,4,+BERT+MLP v v v v v

RUN-E, J}{7, 8} | F;qp+BERT+MLP v v v v

RUN-{E, J}-{9, 10} | Cat+MB25 v v v

the entire table in statistical data

ST T T &

feature
— o

linear
regression

R

metadata query
—

relevance

score

Figure 3: Re-ranking using MLP and BERT

statistical data t; obtained from the MLP.

qi>mjstj _ imjstj
fMLp = MLP(v, ) ®)
Finally, f, 7o' and fi 2t are concatenated to form a single
Y> JBERT MLP g
vector ™' and fed into the fully connected layer to obtain the
qi>1 it
relevance score scoregpr i b
LMt _ qi-mjslj rqit;
qimj,tj _ Li qi-mj,lj 10
scoregprivyp = Linear(f ) (10)
The initial ranking results are re-ranked using the relevance score
qimj.lj
SCOTeBRT+MLP"

8 EXPERIMENT
8.1 METHODS TO BE EVALUATED

Table 7 shows the list of methods to be evaluated in the experiment.
Since previous studies [9] have shown that augmenting metadata
with table headers improves the value of nDCG@10, it is assumed
in this experiment that all the methods to be evaluated use doc-
uments with additional header information in the metadata. In
addition, considering that there is important information in the
header part, we introduced a method of clipping the area of the ta-
ble where the features are calculated so that the ratio of the area of
the header part becomes relatively high (called “Table clipping”),
and compared it with the case without clipping. The table clipping
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range was set to 15 columns and 5 rows based on the upper left
corner.

We also investigate the effect of narrowing down statistical doc-
uments with high relevance by category search in re-ranking using
BERT and MLP. Since it would take a lot of time to re-rank all the
documents retrieved during the initial ranking using BERT+MLP,
we will only re-rank the top 100 documents of the initial ranking
result by BM25.

8.2 RESULTS AND DISCUSSION

Table 8 shows the experimental results. Compared with the pro-
posed method, the method by the organizer BM25 (ORGJ-J-2, ORGE-
E-2) showed the best performance. Even the category search only
method, which showed superior results in the previous study [9],
showed a difference of 0.123 from the best score for nDCG@10
in Japanese, and a difference of 0.142 for nDCG@10 in English.
One of the possible reasons for this is that the organizer’s BM25
used parameters that were optimized for the dataset, while the
proposed method’s BM25 did not optimize the parameters. In ad-
dition, the queries used in NTCIR-16 contain more proper nouns
than those used in NTCIR-15, which may make it more difficult to
estimate appropriate categories and calculate relevance. In fact, the
evaluation results of nDCG@10 for the same category search-only
methods (RUN-J-10 and RUN-E-9) were 0.448 and 0.255, respec-
tively, when using Japanese and English queries in NTCIR-15 Data
Search, while the results for NTCIR-16 Data Search 2 decreased to
0.218 and 0.211, respectively.

Comparing the results in Japanese with and without table clip-
ping (RUN-]J-{2,4} and RUN-J-{6,8}), there was no difference in the
values of nDCG@10. Even though the values of the features (Fp,
Fr) obtained from the main body of the table were different be-
tween the methods with and without clipping, there was no dif-
ference in the results. Therefore, we investigated whether there
was a cause for the difference in the feature vectors input to the
MLP. While the scaling by MaxAbsScaler is applied according to
the original paper [2], we confirmed that most of the values of the
features (Fp, Fr) obtained from the main body of the table were
close to zero (Figure 4 - Figure 11). In fact, when checking Figure 4
- Figure 11, we can see that there is a large value that can be con-
sidered as outliers as the maximum absolute value of each feature.
Due to these large values, the scaling results of most of the fea-
tures are almost zero, and it is thought that the original, potential
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features of the table could not be fully utilized. In addition, Table
clipping did not make clear differences as a result.
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Figure 4: Histogram of #Rows
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The value of nDCG@10 by RUN-J-8 is 0.286 lower than that by
ORG]J-J-2, and 0.219 lower than that by RUN-J-4 with the addition
of category search. Furthermore, the value of nDCG@10 by RUN-
J-4 is 0.096 lower than that by RUN-J-10. Thus, at least one of the
features of F;,p, and the re-ranking method of BERT+MLP is not
effective in ranking statistical documents. On the other hand, the
value of nDCG@10 by RUN-J-4 is improved by 0.067 compared to
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Figure 9: Histogram of hitsSLC

the value by RUN-J-8, which confirms that the category search is
able to narrow down more relevant documents.

Comparing the case of applying Table clipping in English and
the case of not applying table clipping (RUN-E-{1,3} and RUN-E-
{5,7}), the value of nDCG@10 increased in the case of using clip-
ping with category search, and decreased in the case of using clip-
ping without category search. The values of nDCG@10 decreased
in both cases when category search was used regardless of us-
ing clipping. The effect of category search was the opposite of
that for Japanese. This may be due to the fact that the number
of proper nouns in the NTCIR-16 test query increased compared
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to the NTCIR-15 test query, making it more difficult to estimate
appropriate categories and calculate relevance.

The value of nDCG@10 by RUN-E-7 is only 0.160 lower than
that of ORGE-E-2, and even for RUN-E-3 with additional category
search, the result is only 0.183 lower. Furthermore, the value of
nDCG@10 by RUN-E-3 is 0.041 lower than that by RUN-E-9. Thus,
at least either the features of F,,, or the re-ranking method of
BERT+MLP is not effective in ranking statistical documents.

Table 8: Ranking evaluation results

runs method name nDCG@10
ORGJ-J-2 | BM25 0.438
RUN-J-2 Cat+Clip+F;,;, +BERT+MLP 0.218
RUN-J-4 | Cat+F,4+BERT+MLP 0218
RUN-J-6 Clip+F;,p+BERT+MLP 0.151
RUN-J-8 F; 4 +BERT+MLP 0.151
RUN-J-10 | Cat + BM25 0.314
ORGE-E-2 | BM25 0.211
RUN-E-1 | Cat+Clip+F,4,+BERT+MLP |  0.037
RUN-E-3 | Cat+F,,,+BERT+MLP 0.028
RUN-E-5 | Clip+F;,,+BERT+MLP 0.044
RUN-E-7 | F,q,+BERT+MLP 0.051
RUN-E-9 Cat + BM25 0.069
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In particular, one possible reason for the results being much
lower than nDCG@10 by the organizer’s BM25 in both Japanese
and English is that the information in the table itself was converted
into feature vectors using BERT. The main body of the table used
in previous studies contains ordinary word sequences other than
numeric values, as shown in Figure 12, while the main body of the
statistical document in this task consists mostly of numeric values,
as shown in Figure 13. Even if we could obtain some regularity in
the ordering of the numbers by applying BERT, it is unlikely that it
is an intrinsically important regularity useful for this task. There-
fore, in this task, we could not capture the features of the table as
in previous studies [13], and the value of nDCG@10 would have
been greatly reduced.

In the future, it is necessary to consider the use of features corre-
sponding to the structure of the table in addition to the information
in the table itself.

Kanji
English gloss Japanese | Korean Comments
glish ol (hanja) P
o a8 Kaicho | Mweiang | Often a semi.retired president or company founder Denotes a position with considerable power within the
: (R ? (81) company exercised through behind-the-scenes inf
Bu-
. BeR | Fuku- wejang | At Korean famiy-owned such as S commonly holds the CEO
¢ @R kaicho | L0 )9 title (i. vice chairman and CEO)
Sajang | Often CE of the corporation. Some companies do not have the "chairman’ position, in which case the
President £33 Shacho = B E =
() "president"is the top position that is equally respected and authoritative.
Deputy president
_ Fuku- Bu-sajang
or Senior executive | Bl Reports to the presiden
Ser cutive 2.3 shachd (A P the pr it
Jormu
wE Senmu
@)
Sangmu
£ Jom &
49
. e Bujang | Highest non-executive titl; denotes a head of a division or department. There is significant variation in the
b ) official English translation used by different companies.
RE Jeho Direct subordinate to buchd/bujang
BE Kacho Denotes a head of a team or section underneath a larger division/department
Assistant manager L5 3 | Daeri"
Kakarich
or team leader (m Hanehe | gy
Sawon
staff #R Shain Staff without managerial titles are often referred to without using a title at al

W)

Figure 12: Examples of statistical data used in traditional re-
search

AR 126, 227FTA (FFI24[1 04 1 AFHE)
. 3FA GfEatE)
] 2] 4 H " 5 OB Oo|EH A MR
o o- & BBl
A E Rl AR o R (W W R R &
1. (& # 9,360 23,898 110 350 32, 054
744
a * 8,145 814 110 248 7,857
(a) (381) 744
(b) (33)
b. /s * 949 5,521 0 58 6,412
c. K #* 201 1,649 0 10 1,810
d. # E 20 25 0 9 36
et 5 b 5 Z L 0 15, 366 0 A4 15, 410
L2 9 9 » A 0 379 0 33 346
g & D fh > H B 45 144 0 6 183

Figure 13: Examples of statistical data used in this study

9 CONCLUSION

This paper describes Team KSU system and results for the NTCIR-
16 Data Search 2 IR task. We proposed a re-ranking method based
on the features of the main body of the statistical data table and
the neural network model used in neural search. For the features
of the main body of the table, we use eight types of features, four
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from the main body of the table and four from the whole table. As
aneural search method, we used a re-ranking method based on the
scores predicted from the features obtained by BERT and MLP. The
results of the experiment showed that the method combining cate-
gory search and BM25 resulted in nDCG@10 of 0.314 for Japanese
and 0.069 for English. The results showed that Japanese ranked
second and English ranked sixth among all teams. However, the
proposed features of the table itself and the re-ranking by the neu-
ral ranking model did not show any improvement. Even though
BERT was applied to the main body of the table, which is mainly
composed of numerical values, the feature vectors did not essen-
tially reflect the important regularity of the features, which may
have contributed to the deterioration of the ranking results. In the
future, it is necessary to consider the use of features corresponding
to the structure of the table in addition to the information in the
table itself.
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